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Overview

The Mechanism of PAIL

We propose a novel imitation learning (IL) algorithm, 
Preference Aided Imitation Learning from imperfect 
demonstrations (PAIL). Specifically, PAIL learns a 
preference reward by querying experts for limited 
preferences from imperfect demonstrations. By 
reweighting imperfect demonstrations with the 
preference reward for higher quality and selecting 
explored trajectories with high cumulative preference 
rewards to augment imperfect demonstrations, PAIL 
breaks through the performance bottleneck of the 
imperfect demonstrations. 

Visualization of Preference Reward

Overview of Preference Aided Imitation Learning (PAIL) 
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Mujoco & DMC Benchmarks

Visualization of Grid World

Augmented trajectories, which will be added into the imperfect demonstration dataset, are sampled from 
replay buffer by:

Demonstration Augmentation

Reweight the Imperfect Demonstrations
PAIL applies AIL to imitate from a reweighted demonstration dataset. Trajectories from the demonstrations 
are reweighted by:

Preferences Reward Learning
Preferences Reward is learned by Bradley & Terry model

Imperfect Demonstrations

score 0.2
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Replay Buffer
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