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Bottleneck in Fine-Tuning LLMs

● Memory becomes a bottleneck when fine-tuning billion-sized LLMs

[1]  Malladi et al. Fine-Tuning Language Models with Just Forward Passes. NeurIPS, 2023.

● Backpropagation heavy in memory 
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● Backpropagation heavy in memory 

● MeZO [1]: zeroth-order methods 
with only forward passes



Bottleneck in Fine-Tuning LLMs

● High quality data are often private

[2]  Carlini et al. Extracting Training Data from Large Language Models. USENIX Security Symposium, 2021.

● LLMs memorize and reveal 
sensitive data !!!

● Fine-tuning LLMs with differential 
privacy (DP)



Bottleneck in Fine-Tuning LLMs
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● High quality data are often private  ➞  fine-tuning with (𝜀,𝛿)-Differential Privacy



Private and Zeroth-Order Optimization
for LLMs Fine-Tuning



Gap Between Theory and Practice

Theory

Convergence rates of both

     👉 private first-order optimization

   👉 non-private zeroth-order optimization

depend on the dimension

Practice

They perform well on LLMs fine-tuning with 
dimension scaling to billions



Non-Private Zeroth-Order Optimization



Non-Private Zeroth-Order Optimization

Theory

● Unbiased when λ → 0 & E[uuT] = Id
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Theory

● Unbiased when λ → 0 & E[uuT] = Id

Practice

[1]  Malladi et al. Fine-Tuning Language Models with Just Forward Passes. NeurIPS, 2023.
OPT-13B



Private First-Order Optimization: DP-GD
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Theory

● (𝜀,𝛿)-differential privacy with

Practice

                                                   on DART

[3]  Yu et al. Differentially Private Fine-Tuning of Language Models. ICLR, 2022.



Low-Dimensional Structure

Effective Rank

● Not necessarily low rank

● Recover smoothness when r = d

[4]  Li et al. When Does Differentially Private Learning Not Suffer in High Dimensions. NeurIPS, 2022.



Dimension-Independent
Private and Zeroth-Order Optimization

under Low Effective Rank Structure



First Attempt: DPGD-0th
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DPZero: Dimension-Independent

● No need to add noise to the update direction

(approx.) directional derivative scalar noise
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DPZero: Dimension-Independent

● No need to add noise to the update direction

● Under effective rank structure

(approx.) directional derivative scalar noise



DPZero



Summary of Results

● Effective rank:



Experiments on Synthetic Examples

●                             - DP on a quadratic



Private Fine-Tuning RoBERTa (355M)



Private Fine-Tuning RoBERTa (355M)

● DPZero: Nearly no additional cost

✓ Efficient per-sample loss clipping (v.s. per-sample gradient clipping in DP-GD)



Private Fine-Tuning OPT


