
Contributions

1. A novel observation of DGM (Deep 

Generative Model): IM effect
 DGM memorizes inliers prior to outliers 

at early training updates.

2. A new UOD solver: ODIM
 Based on IM effect of under-fitted DGM

 Data-agnostic, simple and powerful

Experiments

Categories of OD (Outlier Detection) task
- SOD: inlier/outlier-annotated training data.

- SSOD: inlier-only training data.

- UOD: no prior information of training data.

Limitation of likelihood-based DGMs in OD task
- Generally believed that likelihood-based DGMs are 

not appropriate for OD tasks.

Our claim
- Likelihood-based DGMs can be a powerful OD 

solver when using (carefully) under-fitted models.

UOD performances

Differentially private ODIM

Partially labeled case

Proposed method: ODIM Theory
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Motivation: IM effect of under-fitted DGM

Inliers’ loss < Outliers’ loss (in early updates)

Use the ensemble to 

obtain improved and 

stable results

- ODIM score is computed 

using multiple under-fitted 

DGMs’ loss values

Training an under-

fitted DGM

- Min-max pre-processing

- Train for several updates

- The optimal update is 

chosen by the loss 

distribution’s bi-modality

The final ODIM score

Introduction

Justification of IM effect Min-max > Standardization


