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Background

Dataset Distillation 

Synthesizing large datasets into smaller ones while achieving similar performances 

Applications 

Continual Learning, Membership Inferences, Neural Architecture Search(NAS), etc 

Motivation 

DD methods often exhibit different behaviors on biased dataset than balanced datasets.

Contributions 

• Analysis Dataset Distillation methods exhibit different behaviors on biased datasets, 

causing biases to be amplified on some datasets and suppressed on some others. 

• Method We propose to use Kernel Density Estimation (KDE) with Supervised 

Contrastive (SupCon) Learning to re-weight the samples during distillation. 

• Results Our method effectively boost various DD methods on bias-amplified dataset.
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