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• Consider a set of networked agents who solve a common 
classification problem by learning separate models

Motivation

• whether a content in OSN is AI-generated
• whether a stock value is over-priced 
• whether a security system is under attack

Examples: 



Modeling 
• Assume 𝑓: Ω → −1,+1   and a set of networked agents 𝑉
• Each agent 𝑣! ∈ 𝑉 owns a classifier 𝑓!: Ω → {−1,+1}
• Nature samples 𝑎 ∈ Ω
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Accuracy measure:

 𝑍 𝑖, 𝑎 ≐ 𝑓 𝑎 ⋅ 𝑧∗ 𝑖, 𝑎 ∈ [−1,1]



Algorithms
• A social planner who knows 𝑓 𝑎 , selects 𝑆 ⊆ 𝑉	and improves their predictions as:

∀𝒗𝒊 ∈ 𝑺, 𝒇𝒊 𝒂 = 𝟏 − 𝝓 𝒇𝒊 𝒂 + 𝝓𝒇(𝒂)	
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• A social planner who knows 𝑓 𝑎 , selects 𝑆 ⊆ 𝑉	and improves their predictions as:
∀𝒗𝒊 ∈ 𝑺, 𝒇𝒊 𝒂 = 𝟏 − 𝝓 𝒇𝒊 𝒂 + 𝝓𝒇(𝒂)	

∀	𝒗𝒊∈ 𝑽	 𝒁 𝒊, 𝒂 ⇒ 𝒁𝒏𝒆𝒘(𝒊, 𝒂)



Summary of results: hardness  

• Aggregate improvement

Optimizing Aggregate improvement in EASY

• Egalitarian  improvement

Optimizing Egalitarian improvement in HARD

G(agg)(S) ! Ea∼Ω





n
∑

i=1

Znew(i, a)− Z(i, a)







Summary of results: approximation algorithms for 
egalitarian improvement 

• EgalAlg:  

• Assumption: full access to the joint probability distribution of classifiers.

• Runtime:                       Approximation ratio:  

• EgalAlg(appx): 

• Assumption: access to pairwise independence of agents’ prediction & error rates      

• Runtime:                      Approximation ratio:

Θ(|Ω|n2k) (1− 1/e)

Θ(n3k) (1− 1/e)−∆ind



Approximately improve egalitarian
Our greedy algorithms iteratively optimizes some marginal gain gr(S):

• EgalAlg:  

• EgalAlg(appx): 



Experiments
• Compare to baselines with heuristic or random marginals:

 

• Results of algorithms can be categorized into four tiers:
Tier 1 (EgalAlg) >> Tier 2 (EgalAlg(appx)) ≥ Tier 3 (heuristics) 
>> Tier 4 (random) 

• High accuracy achieved with only log(n) modified nodes



Experiments



Conclusion and Future Work

• We introduce a new model in which networked agents help each 
other to improve the accuracy of their prediction using distinct 
classifiers and by solely exchanging predictions. 

• Our theoretical analyses and the experiments on real and synthetic 
networks show that both model parameters play a critical role in the 
study of this model and development of algorithms. 

• In future work, we may expand this work in several directions:
• Considering networks with negative edge weights (signed graphs)
• Considering different improvement formulations (agent based)
• Extending binary classification to more general learning algorithms.


