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Motivation
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• Limitation of dense model inversion: Extreme 
inefficiency when inverting high-resolution 
images from large-scale ViTs

(b) Unintended inversion 
of spurious correlations
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(a) Redundant inversion 
of noisy backgrounds

• Cause (a): Redundant inversion of noisy backgrounds

• Cause (b): Unintended inversion of spurious 
correlations between foregrounds and backgrounds



Methodology
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Ø Semantic patch identification
• Identify the importance of each

patch via the attention weight
𝒂["#$]

Ø Early inversion stopping
• Progressively stop the inversion

process of K background
patches with smallest 𝒂["#$]

• Selectively invert semantic
foreground patches with high
𝒂["#$]
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Methodology
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Ø Recipe for upstream model inversion and
downstream applications

• Our approach selectively inverts semantic foreground
patches while progressively stopping the inversion of
uninformative background ones. When utilizing
sparsely inverted data for downstream applications,
we feed forward only the retained foreground
patches.

Ø Downstream task I: Data-free model quantization

Ø Downstream task II: Data-free knowledge transfer



Sparse Model Inversion VS. Dense Model Inversion

(1) Faster upstream model inversion
• Compared with dense inversion, our approach achieves a range of 2.57 to 3.79-fold speed

increase, accompanied by a 74.09%-75.62% reduction in FLOPs and 57.42%-62.98% less GPU
memory usage.
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Sparse Model Inversion VS. Dense Model Inversion

(2) Better or comparable downstream performance
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Downstream task I:
Data-free model quantization

Downstream task II:
Data-free knowledge transfer



Sparse Model Inversion VS. Dense Model Inversion

(3) Faster and more stable downstream convergence
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• Theoretical Analysis
sparsity ↑

label-relevant patches 𝛼 ↑ noise level 𝜏 ↓

sample complexity 𝑁 ↓ ∝ −𝛼
iteration count 𝑇 ↓ ∝ −𝛼&, 1/(Θ 1 − 𝜏)&



Visualization
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