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Standard attention is not Mobile-Friendly Mobile-Attention with a Head-Competitive Mechanism
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Key Insight: Reducing head dimensions 
will result in lower latency and improved 
efficiency, but leading too many heads
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Ø Incoming and Outgoing Flow

Attention Visualization

Compared with Other Linear Attention

ImageNet-1K Classification

Previous work: Standard attention in 
Transformers has a quadratic complexity 
with respect to the number of tokens

Linear-attention is emerging as a promising 
alternative with linear complexity 

Ø Head-Competitive Mechanism 

Challenges: a small per-head dimension 
may cause some heads to struggle in 
learning valuable subspaces

① “I” Represent the capacity of 
incoming flow 

② “O” Represent the capacity of 
outgoing flow 

① Contrasting the capacity of incoming 
flow for final result tokens as 1

② Making the outgoing flow of value 
tokens compete with each other 
under this fixed sum situation


