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What’s Multi-view

2024-6-27 2

In real applications, data frequently comes from multiple sources, and such 

multi-view data often contains more information



Applications
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■ Medical Domain: disease diagnosis

■ Agricultural Domain: plant disease control

■ Business Domain: recommendation system



SSMVC
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■ Semi-supervised classification

    ● aim to partition data into several groups with limited labeled data

    ● most focus on single-view data, how to extend it to multi-view scenario

■ SSMVC

    ● semi-supervised multi-view classification(SSMVC), relying on multi-view fusion



Multi-view fusion
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■ Multi-view fusion: Fuse the multi-view information to boost the 

classification performance

■ SSI (Shared and Specific Information): Consistent information exists among 

views, and specific information is kept in each view



Current Reasearch
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■ Existing methods

    ● Graph-based(Most methods adopt GCN to conduct label propagation)

    ● MF-based(matrix-factorization)

    ● DR-based(to obtain discriminative representation learning)

    ● Other Methods(random walk, joint SSI)

■ More information can be found at 

https://github.com/wanxinhang/Awesome-Semi -supervised-Multi-view-

classification



Challenges
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■ Drawbacks

    ● Graph-based: High complexity

    ● MF-based: Limited representation capability

    ● DR-based: The overlook of SSI 

■ Common  challenges

      ● How to select important samples to label

      ● How to adequately utilize SSI

      ● How to handle large-scale data



Solution
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■ How to solve sample selection

    ● Active learning: select valuable samples from the unlabeled dataset to label and  

        retrain the model interactively

    ● Most methods annotate the most uncertain sample to clarify the decision 

        boundary



Solution
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■ How to evaluate the uncertainty in multi-view settings

    ● Utilize SSI: if a sample is hard to predict via both SSI, it is regarded as an 

uncertain sample and needs to be labeled
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Solution
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■ The design of view discriminator

    ● Shared information: shared among views

    ● Specific information: specific for each view

    



Solution
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Experiments
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Thanks for your listening!
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