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Introduction
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Learning operators of PDEs is an essential problem 

with applications in numerous domains of science 

and engineering. However, collecting PDE data 

using simulation or experiments are costly 

(thousands of paired data or trajectories).

Contributions

       The first unified transformer  model up to 1B  

pre-trained on 10+ different PDE datasets.

Methodology

Objective for pre-training: predicting next step 

using noisy data for robust rollouts

Learning the integral transform of PDE solution

 map using Fourier Mixer

Main Results

Experiments

Scaling experiments with data num and model size
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Scaling Law Results of Neural PDE Solver

Can we use pre-training to build a foundational 

PDE model for downstream tasks?

Yes! we propose DPOT, an auto-regressive 

Denoising Pre-training Operator Transformer 

for diverse PDE data. 

Approximate it in frequency space using FFT/IFFT + MLP

Temporal aggregation to extract temporal features

Balanced data sampling by choosing dataset with

 equal probability

Downstream Tasks

Illustration of DPOT

Model Parameters
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