Probability Distribution of Hypervolume Improvement in Bi-objective
Bayesian Optimization
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we have the predictive distribution of the function value via Gaussian
process modeling:

f(x)|X,Y ~ N(f(x),diag(k: (x, %), k2(x, x)))
» Let y = f(x), the hypervolume improve of y to a Pareto approximation

Contributions:

1. We derive the exact expression of the probability distribution of hypervolume improvement
under Gaussian randomness;

2. We propose a novel acquisition function for multi-objective Bayesian optimization: e-Probability set’is a random variable:

of Hypervolume Improvement (s-PoHVI); A(y;P,r) =HV(PU{y},r) — HV(P,r)
3. We experimentally validate the benefit of e-PoHVI over other acquisition functions. * We aim to obtain the exact distribution of HVI.
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y | D,x ~ N (f(x),diag(k1(x, x), k2(x, x)))
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¢ -PoHVI compared to expected hypervolume E
improvement (EHVI), ParEGO, ¢ -Pol, and Joint d
Entropy Search (JES) <

« Benchmark functions: ZDT1-4, ZDT6, WOSGZ1-8, ~0.5- g
and a real-world problem (RE)

* 15 repetitions for each method; 170 iterations of BO

> Initial DoE of size 015-  m
« Two variants of e-PoHVI: _ 0.10 -
* ¢&-PoHVI-scaling: i 0.05 -
e¢ = gg exp(—ct),eq = 0.05,c = 0.02 & ow-

—0.05 -

* g-PoHVI-smoothing:
¢ = a(HV (P, r) —HV(Pi_1,1)) + (1 — a)ep_q S
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Numerical Comparison to Monte Carlo method
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Key Takeaways:

* The exact expression of HVI's distribution is computationally
much faster than the MC method;

* The exact expression is much more accurate than the MC
method,;

* HV/I’s distribution is beneficial when the Gaussian process
model has high uncertainty*. e-PoHVI function greatly
improves the empirical convergence speed on WOSGZs

* *ZDT functions are less complicated than WOSG/Zs, and the
Gaussian process model has a larger uncertainty/variance in
the latter case;

Future work:

* The exact expression of HVI's distribution for more than two-
objectives

* Also for correlated Gaussian distributions

» Use the distribution function for parallelization



