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Motivation & Contribution

Framework

Experiment

• In certain professional field where data is scarce and modality specific, 
the need for specialized models becomes apparent.

• There is a significant disparity between the source and target modalities, 
and their label spaces do not overlap at all, it is difficult to leverage 
pretrained large models on image or text data with rich annotations for 
cross-modal transfer.

• We gradually constructs intermediate modalities from the source 
modality to the target modality, bridging the modality gap.

• By mixing the source modality data with the target modality data to 
construct intermediate modality data, we can also alleviates the issue 
of insufficient data volume in the target modality.

• Utilize Curriculum Learning, allowing the model to transition from 
intermediate modality data that is closer to the source modality to that 
is closer to the target modality. This enables a gradual transfer from 
easy to difficult tasks.

• Directly pre-training a large model from scratch on the target modality 
performs poorly.

Architecture Design
• Source and target modality 

embedder 𝒇𝒇𝒔𝒔 and 𝒇𝒇𝒕𝒕.
• Source and target modality 

predictor 𝒉𝒉𝒔𝒔 and 𝒉𝒉𝒕𝒕.
• Pretrained feature encoder 𝒈𝒈.

Modality-Agnostic Patch Replacement
• Patch Scoring: use the gate network to score each patch 

from source and target modality.
• Patch Selection: Select the Top-k highest-scoring patches 

from source modality and Bottom-k lowest-scoring patches 
from the target modality.

• Patch Replacement: Replace the selected bottom-k target 
modality patches with the selected top-k source modality 
patches to construct intermediate modality data.

Gate Network
• A Fully Connected Layer 

followed by a Sigmoid Layer.
• Ensuring gradient flow during 

backpropagation using Gumble 
Softmax function.

• Effectively selects the most 
informative patches of both 
source and target modality for 
classification.

Traditional Mixing Methods
• Mixup: when applied across modalities with 

significant differences, it can confuse the model due 
to the disparate nature of the modalities.

• Cutmix: different modalities often have different 
important regions, making it difficult to identify and 
preserve the critical features from each modality.
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