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Motivation:

Evaluate the impact of a
Digital Health solution
for managing multiple
diseases in people

over 60 across Europe.
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SEURO Project

Challenges

Heterogeneous variables, Small sample size,
Complex longitudinal variables

Multiple variables for multiple patients
collected at different frequencies and timings

Goal: FSFC Feature Selection for Functional Classification

Develop a new highly efficient algorithm to solve feature selection
in instances characterized by
multivariate longitudinal variable and binary categorical responses
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Challenges

Heterogeneous variables, Small sample size,
Complex longitudinal variables

Multiple variables for multiple patients
collected at different frequencies and timings

Strategy

(1) Represents the functions in a finite space: Matrix Representation

(2) Develop a new optimization algorithm in the multivariate framework,
incorporating logistic loss and elastic net penalty to create sparsity




Matrix representation

Aim: represent each functional variable as a matrix of dimension n (number of samples) x K
(Xl - [ X))

Given the functional variable X;(t) = (X1;(t), ..., Xn; (t)), we express each curve with a basis expansion:

Xi;(t)
| K ey TR
Xij(t) = Z Cijiypin(t) n X[J]
k=1 —_—
t
¢k (t) are the basis function ciji are the basis coefficient

(@) ¢(t): FPC Functional Principal Components

® orthonormal: improve computational efficiency
® parsimonious: small K (< 10) allows to reconstruct the curves
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Optimization problem

LASSO Ridge
. 2 2
min Zlog(l + exp( —Y;- (X(,,;)B)>> + ) Tw)) (Al Bjllz + ?||Bj||2)
=1 j=1
(B): elastic net penalty
Dual Augmented Lagrangian
P P
o
Lo(V,Z,B) =h*(V) +7(2) = }_(B;;, VIX;+ Z5) + 5 3 IIVIX; + Z13
j=1 j=1
e p number of features e K number of FPC scores
e n number of observations e || - |l Frobenius norm for matrices
e X e R"*Pk design matrix e VEeER™M™ ZeRPkdual variables
e Y € R"response matrix o h(V),m(2)

e B € RPk coefficient matrix Fenchel-conjugate functions
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Algorithm implementation

To find optimal V, Z, B
DAL method

(1) INNER SUB-PROBLEM: Given BS, find VSt and Z5+1:
s+1 s+1\ o : S
[(V A )N&I'gI‘I/l’lélﬁg(V,Z‘B) ]_

(2) UPDATE B and o
BS+1 _ Bs o O.s (XTvs+1 + Zs+1)

of <ot <

Inner Sub-Problem

(#) UPDATE V and Z iteratively:

ZmH = arg mZin,CU(Z, | V™t B%) = prox (BS/O' — XTVm+1)

/o

y™m+1: NO CLOSE SOLUTION
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Algorithm implementation

To find optimal V, Z, B
DAL method

(1) INNER SUB-PROBLEM: Given BS, find VS*1 and Z5+1:

(VS+1,ZS+1) ~ argI‘I}’glﬁo—(‘/,Z | BS)

(2) UPDATE B and o
Bs+1 _ Bs o o_s (XTvs+1 + Zs+1)

of <ot <

Inner Sub-Problem Semi-Smooth Newton Method
(8) UPDATE V and Z iteratively: VT = y™ 4 sD
2™ = argmin £,(Z,| V™, B*) = prox,- ,, (B®/o — XTV™+1) With s step size and D descent direction:
Y o\4, ’ " /o
ym+1: NO CLOSE SOLUTION & (L(V))D =-VL(V)
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Computational efficiency

8*(£(V)) has the following form:

n Pl K DAL
K pK sparsity n rK
pK structure K n
rK
pK n

TOTAL COST (Cholesky + matrix multiplication):
O (pk(k* + pnk + p*k* + n*)) — O (rk(k* + rnk + r*k* + n?))

Each P; Is associated with a feature

At each step just r active features

P]- is O for non-active features EXAMPLE:

In sparse settings p~10° after 1 iteration r < 102

HUGE COMPUTATIONAL GAIN
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Computational efficiency

8*(£(V)) has the following form:

pK

pK n

Each P; Is associated with a feature

At each step
P]- is O for non-active features
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oK n rK
rK n
rK

po | LSTM SVM FSFC | rLSTM rSVM

2 | 140.61 16.17 1.44 5.56 0.01

n = 300 5 | 141.25 16.19 1.72 5.61 0.01
p = 800 10 | 139.93 16.17 1.84 5.66 0.02
20 | 140.05 16.12 2.11 5.72 0.04

2 | 355.66 144.18 5.44 9.52 0.01

n = 600 5 | 354.16 142.14 7.09 9.65 0.02
p=2000 | 10 | 348.51 141.96 7.58 9.86 0.05
20 | 349.58 142.82 8.16 10.11 0.13

Time comparison (sec)



Simulation results

FSFC SELECTION . TRAIN ACCURACY TEST ACCURACY
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FSFC does not overfit the train, achieves the best results,
and Improves competitors’ performances when applied as a preprocessing step
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SHARE data application

SHARE TEST ACCURACY

DIABETES

HEART ATTACK

HIGH COLESTEROL HYPERTENSION
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FSFC reveals relationships between 4 chronic diseases
and other social and demographic factors




