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Motivation: SEURO Project

Goal: FSFC Feature Selection for Functional Classification 

Develop a new highly efficient algorithm to solve feature selection 
in instances characterized by 

multivariate longitudinal variable  and binary categorical responses 

Evaluate the impact of a 
Digital Health solution 
for managing multiple 
diseases in people 
over 60 across Europe.

Heterogeneous variables, Small sample size,  
Complex longitudinal variables

Multiple variables for multiple patients  
collected at different frequencies and timings 

Challenges
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Evaluate the impact of a 
Digital Health solution 
for managing multiple 
diseases in people 
over 60 across Europe.

Motivation: SEURO Project

Heterogeneous variables, Small sample size,  
Complex longitudinal variables

Multiple variables for multiple patients  
collected at different frequencies and timings 

Challenges
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Strategy
(1) Represents the functions in a finite space:  Matrix Representation

(2) Develop a new optimization algorithm in the multivariate framework, 
incorporating logistic loss and elastic net penalty to create sparsity
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Matrix representation

Aim: represent each functional variable as a matrix of dimension n (number of samples) x K 
<latexit sha1_base64="Ox2BDEtLLmrKfOc+oMbRKtBQITY=">AAACH3icdVDLSgMxFM34rPU16tJNsIiuyowUa3dFNy4r2AdMhyGTZtrQzIPkjlDGfoIf4Te41bU7cdulf2KmrWB9HAg5nHNvbu7xE8EVWNbEWFpeWV1bL2wUN7e2d3bNvf2WilNJWZPGIpYdnygmeMSawEGwTiIZCX3B2v7wKvfbd0wqHke3MEqYG5J+xANOCWjJM0+6ggXgdLzMsd0xvsfdXgxK37mSaKUreX8ArmeWrLJds2vVGv5N7LI1RQnN0fDMD/0STUMWARVEKce2EnAzIoFTwcbFbqpYQuiQ9JmjaURCptxsutAYH2ulh4NY6hMBnqrfOzISKjUKfV0ZEhion14u/uU5KQQXbsajJAUW0dmgIBUYYpyng3tcMgpipAmhkuu/YjogklDQGS5M8cOxzuRrcfw/aZ2V7fNy5aZSql/O0ymgQ3SETpGNqqiOrlEDNRFFD+gJPaMX49F4Nd6M91npkjHvOUALMCafE46jkg==</latexit>⇥
X[1]| . . . |X[p]

⇤

Given the functional variable 𝑋! 𝑡 = (𝑋"! 𝑡 ,… ,𝑋#! 𝑡 ),  we express each curve with a basis expansion:

Extension to functional response

Aim: represent each response curve Yi as a group

(1) Express Yi with a basis expansion:

• �(t) are the basis functions
• ci j are the basis coefficients

(2) Use the K basis coefficients of each curve

as the group variables

��

n

K

<latexit sha1_base64="1yOGCEyBN+MtisPLAhBgCKmrcyw=">AAAB/nicdVDLSsNAFL2pr1pfVZduBovgKiRSrN0V3bisYB8QQ5lMJ+3YmSTMTIQSAn6DW127E7f+ikv/xOlDsD4OXDiccy/33hMknCntOO9WYWl5ZXWtuF7a2Nza3inv7rVVnEpCWyTmsewGWFHOItrSTHPaTSTFIuC0E4wuJn7njkrF4uhajxPqCzyIWMgI1kbqdnuZd+vnpV654thu3a3X6ug3cW1nigrM0eyVP276MUkFjTThWCnPdRLtZ1hqRjjNSzepogkmIzygnqERFlT52fTeHB0ZpY/CWJqKNJqq3ycyLJQai8B0CqyH6qc3Ef/yvFSHZ37GoiTVNCKzRWHKkY7R5HnUZ5ISzceGYCKZuRWRIZaYaBPRwpZA5CaTr8fR/6R9YrundvWqWmmcz9MpwgEcwjG4UIMGXEITWkCAwwM8wpN1bz1bL9brrLVgzWf2YQHW2ycAhpaw</latexit>

X[j]

<latexit sha1_base64="UcgB3Mt3vhVT/Z5gv7Jtj3k2Qm4=">AAACHXicdVDLSsNAFJ3UV62vqks3g0Wom5Bo0W6EohvBTQX7gCaGyXTajp0kw8xELCE/4sZfceNCERduxL9x0lbweWDgcM653LnH54xKZVnvRm5mdm5+Ib9YWFpeWV0rrm80ZRQLTBo4YpFo+0gSRkPSUFQx0uaCoMBnpOUPTzK/dU2EpFF4oUacuAHqh7RHMVJa8oqVtpfQq7SsdqGDOBfRDXRkHHjJ8MhOL88gzuxhCh0+oF6SMR31iiXLtG27um/B38Q2rTFKYIq6V3x1uhGOAxIqzJCUHdviyk2QUBQzkhacWBKO8BD1SUfTEAVEusn4uhTuaKULe5HQL1RwrH6dSFAg5SjwdTJAaiB/epn4l9eJVa/qJjTksSIhnizqxQyqCGZVwS4VBCs20gRhQfVfIR4ggbDShRZ0CZ+Xwv9Jc8+0D8zKeaVUO57WkQdbYBuUgQ0OQQ2cgjpoAAxuwT14BE/GnfFgPBsvk2jOmM5sgm8w3j4A6Tah0w==</latexit>

Xij(t) ⇡
KX

k=1

cijk�jk(t)

<latexit sha1_base64="KAS/pITofoN/sTb3lbE8s96iVqg=">AAAB8HicdVDJSgNBEK2JW4xb1KOXxiDEyzCjQXMMevEYwSySDKGn05O0dvcM3T1CGPIVXjwo4tXP8ebf2FkE1wcFj/eqqKoXJpxp43nvTm5hcWl5Jb9aWFvf2Nwqbu80dZwqQhsk5rFqh1hTziRtGGY4bSeKYhFy2gpvzyd+644qzWJ5ZUYJDQQeSBYxgo2Vrtu9jN2My+awVyx5ru/71WMP/Sa+601RgjnqveJbtx+TVFBpCMdad3wvMUGGlWGE03Ghm2qaYHKLB7RjqcSC6iCbHjxGB1bpoyhWtqRBU/XrRIaF1iMR2k6BzVD/9CbiX14nNVE1yJhMUkMlmS2KUo5MjCbfoz5TlBg+sgQTxeytiAyxwsTYjAo2hM9P0f+keeT6J27lslKqnc3jyMMe7EMZfDiFGlxAHRpAQMA9PMKTo5wH59l5mbXmnPnMLnyD8/oBnX2QTg==</latexit>

Xij(t)

𝜙!$ 𝑡  are the basis function 𝑐%!$ are the basis coefficient

𝝓 𝒕 : FPC Functional Principal Components (   )
orthonormal: improve computational efficiency 
parsimonious: small K (< 10) allows to reconstruct the curves
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Optimization problem
<latexit sha1_base64="pzcM0V2Nw4ujmRfNyw94aVjjyXk=">AAADE3icdVLLbtQwFHXCq4TXFDZIbCxGSBmNGCVDRbtBqsKGZZGY6aDJNHI8TsatnUS2U3VkGb6CT2ALH8AOseUDWPMjOJkUUaBXsnx8zrGv77XTilGpguCH4165eu36ja2b3q3bd+7e623fn8qyFphMcMlKMUuRJIwWZKKoYmRWCYJ4yshhevKy0Q9PiZC0LN6odUUWHOUFzShGylLJtvPQ8+KU65jTItGRMfAd9GATLRvRPJ93a1nzRNMXoTkqDIwVOVNpplmZm401tVY/hMPfEjmrrGRP8OHTtwmFMV6WCjY+f5Zonw5M1K4GrWnQYjt16YddwuMmoW5OKjnJUXIMY0Yy5dvJVrlESWjRlAgFI2s2sWhwosdmGGcCYX1uGxvLXWI9GsNY0HylBm3BC2Or9ZJePxiFYbj3LID/gnAUtNEHXRwkvZ/xssQ1J4XCDEk5D4NKLTQSimJGjBfXklQIn6CczC0sECdyodsnNPCJZZYwK4UdhYIt++cOjbiUa55aJ0dqJf/WGvJ/2rxW2d5C06KqFSnwJlFWM6hK2PwHuKSCYMXWFiAsqL0rxCtkO6fsr7mQJeUGNl05Lx1eDqbjUfh8tPN6p78fdf3ZAo/AY+CDEOyCffAKHIAJwM5756PzyfnsfnC/uF/dbxur63R7HoAL4X7/BT4B8x0=</latexit>

min
B

"
nXXX

i=1

log

✓
1 + exp

⇣
� Yi ·

�
X(i)B

�⌘◆
+

pXXX

j=1

!j

✓
�1kBjk2 +

�2

2
kBjk2

2

◆#

𝒉 𝑿𝑩 : logistic loss 𝝅 𝑩 : elastic net penalty

LASSO Ridgeadaptive weights

<latexit sha1_base64="B+U5gYUx1Sa5ifC0RkRrgyNus9M=">AAACt3icdVFdb9MwFHXC1whfHXvk5YoKqYVSJd00todJU3kBiYcBa1a1biPHdVpvdhJsB6mK8tP4ITzzR3CaIrENrnTlo3Pvudc+jnPBtfH9n4575+69+w92HnqPHj95+qy1+zzUWaEoG9FMZGocE80ET9nIcCPYOFeMyFiwi/jqfV2/+M6U5ll6btY5m0myTHnCKTGWilo/PA/HssSSmBUlovxURVjzpSTQCXuT3rALJwDg2YTV/HUn7MIbwDm3cNJtaHgLWBcyKi9PgmqeAxYkXQoGQ8tUPQjn5+MaWd1kc2LV1O2cRBFaNuuqclDdnBMyZW7psarpaDCv+6NW2+8HQXC078NtEPT9TbTRNs6i1i+8yGghWWqoIFpPAz83s5Iow6lglYcLzXJCr8iSTS1MiWR6Vm5sruCVZRaQZMpmamDD/q0oidR6LWPbWdupb9Zq8l+1aWGSo1nJ07wwLKXNoqQQYDKo/wwWXDFqxNoCQhW3dwW6ItY8Y3/22pZYVuBZV/48Hf4PwkE/OOwffD5onw63/uygF+gl6qAAvUOn6AM6QyNEnbbz0fnifHWP3chN3FXT6jpbzR66Fu6332+Rztk=</latexit>

L�(V,Z,B) = h⇤(V ) + ⇡⇤(Z)�
pXXX

j=1

hBj, V
TXj +Zji+

�

2

pXXX

j=1

kV TXj +Zjk2
2

● 𝑲 number of FPC scores
● ‖ ( ‖𝟐	Frobenius norm for matrices

● 𝑽 ∈ ℝ	𝒏, 𝒁 ∈ ℝ	𝒑𝒌 dual  variables  
● 𝒉∗ 𝑽 ,	𝝅∗ 𝒁  

Fenchel-conjugate functions 

● 𝒑 number of features
● 𝒏 number of observations
● 𝑿 ∈ ℝ𝒏	×	𝒑𝒌 design matrix
● 𝒀 ∈ ℝ𝒏 response matrix
● 𝑩 ∈ ℝ𝒑𝒌 coefficient matrix

Dual Augmented Lagrangian



<latexit sha1_base64="pse+lz/6XHZq2lAkUEz3CsHMGCI=">AAACf3icdVHLb9MwHHbCayuvMo7jYFEhOighATTGAWkaFw4chrR2Ves2clwntWYnkf0LWuXlyv/IlfP+iDltkBiPn2Tp0/fw43NSSmEgDH94/o2bt27f2dru3L13/8HD7qOdkSkqzfiQFbLQ44QaLkXOhyBA8nGpOVWJ5KfJ2adGP/3GtRFFfgKrks8UzXKRCkbBUXH3+2Ru1cuoxh8xoTojSuTxBBNFYcmotF/qmBiRKYr7k8EFGYw27sHR3Ow1kURZAvwcktSWujivY0tKMX/xehOqMZE8hb5ztwx+hcfzE9tu43QtsiXs1XG3FwZRFB28DfHfIArC9fRQO8dx9ydZFKxSPAcmqTHTKCxhZqkGwSSvO6QyvKTsjGZ86mBOFTczu+6rxs8cs8Bpod3KAa/Z3xOWKmNWKnHOpgjzp9aQ/9KmFaQHMyvysgKes81BaSUxFLgpHy+E5gzkygHKtHB3xWxJNWXgvujaKYmqO66UXy/H/wejN0G0H+x/fdc7PGrr2UK76Cnqowi9R4foMzpGQ8TQpbfj7XpPfM9/7gd+uLH6Xpt5jK6N/+EK9qfAYw==</latexit>

Zm+1 = argmin
Z

L�(Z, |V m+1, Bs) = prox⇡⇤/�

�
Bs/� �XTV m+1

�
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Algorithm implementation
To find optimal V, Z, B

DAL method

(1) INNER SUB-PROBLEM: Given 𝐵&, find 𝑉&'" and 𝑍&'": 
<latexit sha1_base64="bsxrp9V/s+5c2ClmRECOPXz4GUA=">AAACV3icdVDLTuMwFHXDYzodHoVZsrGoRmIEqhJADMuqs2HBgpGmBdG00Y3rpha2E9kOogrp1/ET3bJky+zBaYvEa65k+ejce+7jhAln2rjupOQsLC4tfyl/rXxbWV1br25stnWcKkJbJOaxughBU84kbRlmOL1IFAURcnoeXv0u8ufXVGkWy79mlNCugEiyASNgLBVUe9gPWbTT7mV618v38OUMFORP7EOSqPjG/irCvmAyyNp7l7mFYIYEeHaaB75mkYB5F6vH49sxbvb0tEMlqNbcuud5xwcu/gi8ujuNGprHWVC99/sxSQWVhnDQuuO5ielmoAwjnOYVP9U0AXIFEe1YKEFQ3c2mPuT4h2X6eBAr+6TBU/a1IgOh9UiEtrK4QL/PFeRnuU5qBsfdjMkkNVSS2aBByrGJcWEq7jNFieEjC4AoZnfFZAgKiLHWv5kSirww5eVy/H/Q3q97R/WjP4e1RnNuTxltoW20gzz0CzXQCTpDLUTQHXpAj+hfaVJ6cpad8qzUKc0139GbcDaeAVQFtIs=</latexit>�
V s+1, Zs+1

�
⇡ argmin

V,Z
L�

�
V, Z | Bs

�

(2) UPDATE 𝐵 and 𝜎  
<latexit sha1_base64="b9My5yb3ijzhM5M0wRmLQpgN7xY=">AAACMXicdVDLSgMxFM34rPU16tJNsAiVYplRqd0IpW5cVugLO9OSSdM2NJkZkoxQhv6KP+EvuNV9d9KtP2HajmB9HAgczjmXm3u8kFGpLGtirKyurW9sprbS2zu7e/vmwWFdBpHApIYDFoimhyRh1Cc1RRUjzVAQxD1GGt7wduY3HomQNPCrahQSl6O+T3sUI6Wljlkst2OZs8fwBpbbEp5DR9I+R5o6Hu1nm+0qrCeJHHxYsJlz1jEzVt627eKlBX8TO2/NkQEJKh1z6nQDHHHiK8yQlC3bCpUbI6EoZmScdiJJQoSHqE9amvqIE+nG8wvH8FQrXdgLhH6+gnP1+0SMuJQj7ukkR2ogf3oz8S+vFale0Y2pH0aK+HixqBcxqAI4qwt2qSBYsZEmCAuq/wrxAAmElS51aYvHx2ldytfl8H9Sv8jbhXzh/ipTKif1pMAxOAFZYINrUAJ3oAJqAIMn8AJewZvxbEyMd2O6iK4YycwRWILx8Qn4X6d0</latexit>

Bs+1 = Bs � �s
�
XTV s+1 + Zs+1

�
<latexit sha1_base64="u0FkYHGKjIyaZxF4WdE0Z91PIhc=">AAACHXicdVDLSgMxFM34rPU16tJNsAqCUGZUahcuim5cVrAP6Iwlk2ba0CQzJBmhDPMD/oS/4Fb37sStuPVLTB+K9XEgcO4593JzTxAzqrTjvFkzs3PzC4u5pfzyyuraur2xWVdRIjGp4YhFshkgRRgVpKapZqQZS4J4wEgj6J8P/cYNkYpG4koPYuJz1BU0pBhpI7XtXU/RLkfXqcqgxwj8Kg/cDJ5Cj4pQD9p2wSm6rls+cuBv4hadEQpggmrbfvc6EU44ERozpFTLdWLtp0hqihnJ8l6iSIxwH3VJy1CBOFF+Oromg3tG6cAwkuYJDUfq94kUcaUGPDCdHOme+ukNxb+8VqLDsp9SESeaCDxeFCYM6ggOo4EdKgnWbGAIwpKav0LcQxJhbQKc2hLwLG9C+bwc/k/qh0W3VCxdHhcqZ5N4cmAb7IB94IITUAEXoApqAINbcA8ewKN1Zz1Zz9bLuHXGmsxsgSlYrx/x6KIl</latexit>

�s  �s+1 < 1

Inner Sub-Problem

𝑉('": NO CLOSE SOLUTION

(  ) UPDATE V and Z iteratively: 



<latexit sha1_base64="pse+lz/6XHZq2lAkUEz3CsHMGCI=">AAACf3icdVHLb9MwHHbCayuvMo7jYFEhOighATTGAWkaFw4chrR2Ves2clwntWYnkf0LWuXlyv/IlfP+iDltkBiPn2Tp0/fw43NSSmEgDH94/o2bt27f2dru3L13/8HD7qOdkSkqzfiQFbLQ44QaLkXOhyBA8nGpOVWJ5KfJ2adGP/3GtRFFfgKrks8UzXKRCkbBUXH3+2Ru1cuoxh8xoTojSuTxBBNFYcmotF/qmBiRKYr7k8EFGYw27sHR3Ow1kURZAvwcktSWujivY0tKMX/xehOqMZE8hb5ztwx+hcfzE9tu43QtsiXs1XG3FwZRFB28DfHfIArC9fRQO8dx9ydZFKxSPAcmqTHTKCxhZqkGwSSvO6QyvKTsjGZ86mBOFTczu+6rxs8cs8Bpod3KAa/Z3xOWKmNWKnHOpgjzp9aQ/9KmFaQHMyvysgKes81BaSUxFLgpHy+E5gzkygHKtHB3xWxJNWXgvujaKYmqO66UXy/H/wejN0G0H+x/fdc7PGrr2UK76Cnqowi9R4foMzpGQ8TQpbfj7XpPfM9/7gd+uLH6Xpt5jK6N/+EK9qfAYw==</latexit>

Zm+1 = argmin
Z

L�(Z, |V m+1, Bs) = prox⇡⇤/�

�
Bs/� �XTV m+1

�
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Algorithm implementation
To find optimal V, Z, B

DAL method

(1) INNER SUB-PROBLEM: Given 𝐵&, find 𝑉&'" and 𝑍&'": 
<latexit sha1_base64="bsxrp9V/s+5c2ClmRECOPXz4GUA=">AAACV3icdVDLTuMwFHXDYzodHoVZsrGoRmIEqhJADMuqs2HBgpGmBdG00Y3rpha2E9kOogrp1/ET3bJky+zBaYvEa65k+ejce+7jhAln2rjupOQsLC4tfyl/rXxbWV1br25stnWcKkJbJOaxughBU84kbRlmOL1IFAURcnoeXv0u8ufXVGkWy79mlNCugEiyASNgLBVUe9gPWbTT7mV618v38OUMFORP7EOSqPjG/irCvmAyyNp7l7mFYIYEeHaaB75mkYB5F6vH49sxbvb0tEMlqNbcuud5xwcu/gi8ujuNGprHWVC99/sxSQWVhnDQuuO5ielmoAwjnOYVP9U0AXIFEe1YKEFQ3c2mPuT4h2X6eBAr+6TBU/a1IgOh9UiEtrK4QL/PFeRnuU5qBsfdjMkkNVSS2aBByrGJcWEq7jNFieEjC4AoZnfFZAgKiLHWv5kSirww5eVy/H/Q3q97R/WjP4e1RnNuTxltoW20gzz0CzXQCTpDLUTQHXpAj+hfaVJ6cpad8qzUKc0139GbcDaeAVQFtIs=</latexit>�
V s+1, Zs+1

�
⇡ argmin

V,Z
L�

�
V, Z | Bs

�

(2) UPDATE 𝐵 and 𝜎  
<latexit sha1_base64="b9My5yb3ijzhM5M0wRmLQpgN7xY=">AAACMXicdVDLSgMxFM34rPU16tJNsAiVYplRqd0IpW5cVugLO9OSSdM2NJkZkoxQhv6KP+EvuNV9d9KtP2HajmB9HAgczjmXm3u8kFGpLGtirKyurW9sprbS2zu7e/vmwWFdBpHApIYDFoimhyRh1Cc1RRUjzVAQxD1GGt7wduY3HomQNPCrahQSl6O+T3sUI6Wljlkst2OZs8fwBpbbEp5DR9I+R5o6Hu1nm+0qrCeJHHxYsJlz1jEzVt627eKlBX8TO2/NkQEJKh1z6nQDHHHiK8yQlC3bCpUbI6EoZmScdiJJQoSHqE9amvqIE+nG8wvH8FQrXdgLhH6+gnP1+0SMuJQj7ukkR2ogf3oz8S+vFale0Y2pH0aK+HixqBcxqAI4qwt2qSBYsZEmCAuq/wrxAAmElS51aYvHx2ldytfl8H9Sv8jbhXzh/ipTKif1pMAxOAFZYINrUAJ3oAJqAIMn8AJewZvxbEyMd2O6iK4YycwRWILx8Qn4X6d0</latexit>

Bs+1 = Bs � �s
�
XTV s+1 + Zs+1

�
<latexit sha1_base64="u0FkYHGKjIyaZxF4WdE0Z91PIhc=">AAACHXicdVDLSgMxFM34rPU16tJNsAqCUGZUahcuim5cVrAP6Iwlk2ba0CQzJBmhDPMD/oS/4Fb37sStuPVLTB+K9XEgcO4593JzTxAzqrTjvFkzs3PzC4u5pfzyyuraur2xWVdRIjGp4YhFshkgRRgVpKapZqQZS4J4wEgj6J8P/cYNkYpG4koPYuJz1BU0pBhpI7XtXU/RLkfXqcqgxwj8Kg/cDJ5Cj4pQD9p2wSm6rls+cuBv4hadEQpggmrbfvc6EU44ERozpFTLdWLtp0hqihnJ8l6iSIxwH3VJy1CBOFF+Oromg3tG6cAwkuYJDUfq94kUcaUGPDCdHOme+ukNxb+8VqLDsp9SESeaCDxeFCYM6ggOo4EdKgnWbGAIwpKav0LcQxJhbQKc2hLwLG9C+bwc/k/qh0W3VCxdHhcqZ5N4cmAb7IB94IITUAEXoApqAINbcA8ewKN1Zz1Zz9bLuHXGmsxsgSlYrx/x6KIl</latexit>

�s  �s+1 < 1

Inner Sub-Problem

𝑉('": NO CLOSE SOLUTION

(  ) UPDATE V and Z iteratively: 

Semi-Smooth Newton Method

𝑉()* = 𝑉( + 𝑠𝐷

With s step size and D descent direction:
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has the following form:

DAL 
sparsity 
structure

At each step just r active features 
Each 𝑷𝒋 is associated with a feature 

𝑷𝒋 is 0 for non-active features

TOTAL COST (Cholesky + matrix multiplication):

EXAMPLE: 
     In sparse settings  𝐩~𝟏𝟎𝟓 after 1 iteration 𝐫 < 𝟏𝟎𝟐

HUGE COMPUTATIONAL GAIN

Cost comparison

In very sparse problems r ≪ n (Sherman-Morrison-Woodbury):

Total cost
$
Cholesky +X̂ JQ J X̂T

J

%
:

O
"
pk(k2

+ pnk + p2k2
+ n2)# −→ O

"
rk(k2

+ rnk + r2k2
+ n2)#

e.g. p ∼ 107, n ∼ 104, after few iterations r < 102

fgen outperforms g!mnet and sk!earn

"#
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Feature Selection for Functional Data Classification

Table 1. Simulation results. Average CPU processing time, mea-
sured in seconds, for 50 instances in each scenario. All the com-
putations were executed on a MacBookPro 2021 with an M1 Max
processor and 32GB of RAM.

p0 LSTM SVM FSFC rLSTM rSVM

n = 300
p = 800

2 140.61 16.17 1.44 5.56 0.01
5 141.25 16.19 1.72 5.61 0.01

10 139.93 16.17 1.84 5.66 0.02
20 140.05 16.12 2.11 5.72 0.04

n = 600
p = 2000

2 355.66 144.18 5.44 9.52 0.01
5 354.16 142.14 7.09 9.65 0.02

10 348.51 141.96 7.58 9.86 0.05
20 349.58 142.82 8.16 10.11 0.13

2, 5, 10, 20. The synthetic data are generated as described
in Appendix Section C.

We assess FSFC in terms of selection performance, while
all the methods are evaluated with respect to classification
accuracy and computational efficiency. To assess selection
performance, we compute the recall and precision scores.
Classification accuracy is computed as the proportion of
observation correctly classified, in both the training and the
test sets, where the latter is generated independently from
the former. We set the size of the test set ntest = n/3, with
n being the size of the training set.

Results. The simulation study results are presented in
Figure 1. The displayed boxplots are derived from the distri-
bution of the various scores obtained across 50 replications
of each scenario. In terms of FSFC feature selection perfor-
mance, the recall score consistently surpasses the precision
score, maintaining an average above 80%, except for the sce-
nario with n = 600, p = 2000, and p0 = 20. This suggests
that while FSFC might occasionally select non-relevant fea-
tures, it is proficient in identifying the active ones. Both
metrics show a decline as the number of active features
grows, indicating challenges in more complex scenarios.

Except for LSTM, all models exhibit high classification accu-
racy in the training set. FSFC outperforms all competitors in
the test set, with an average accuracy larger than 85% when
p0 = 2, 5, 10. As the proportion of active features increases,
i.e., in scenarios characterized by larger p0 and smaller p,
distinguishing non-relevant information becomes more chal-
lenging also for FSFC. Notably, r-SVM and r-LSTM test
accuracy outperforms the standard SVM and LSTM (espe-
cially in the scenario with a larger p): employing FSFC
for a preliminary feature screening and problem dimension
reduction results in a significant performance enhancement,
potentially mitigating overfitting.

The average CPU time reported in Table 1 demonstrates that
FSFC is significantly more efficient than SVM and LSTM.
This difference is even larger when p increases. As expected,

FSFC’s computational cost does not depend on p, but only
on the number of active features p0. By exploiting the prop-
erties of DAL optimization, FSFC can solve a problem with
a large number of features (p = 2000) in under 10 seconds.
Given that a 5-fold cross-validation is implemented on a
grid of 100 values, this implies that solving DAL takes, on
average, less than 0.2 seconds per repetition. Moreover,
leveraging FSFC as a preliminary reduction step signifi-
cantly trims the CPU time for both r-SVM and r-LSTM,
given the much smaller feature set they operate upon.

Finally, in Appendix Table E1, we report the accuracy and
the CPU time related to a hybrid approach that combines
Feature Extraction (Barandas et al., 2020) with LSTM and
SVM. This approach does not reduce the number of features
but simplifies the longitudinal variables by extracting salient
attributes before performing the classification algorithms.
Contrary to rLSTM and rSVM, results indicate that Feature
Extraction does not enhance the accuracy of LSTM and SVM
while significantly increasing the computation time.

Additional analyses. In addition to the above classifica-
tion accuracy analysis, we have included further analyses
in the Appendix that also consider the average AUC score
as a new evaluation metric. Our findings demonstrate that
both metrics consistently align.

In Appendix Table E2, we include random forest (Breiman,
2001) and multilayer perceptron networks (Popescu et al.,
2009) in the comparison. These approaches do not naturally
account for temporal dependencies, and consequently the
longitudinal data need to be flattened into single-dimension
vectors, which results in the loss of time-dependent infor-
mation. FSFC still outperforms these competitors. Notably,
leveraging FPC coefficients and FSFC-selected features as
input significantly increases their performance (as observed
for LSTM and SVM).

Appendix Table E3 showcases how varying the hyper-
parameters k and �2 – set to (1 � ↵)�1 – do not impact
FSFC selection and classification performances. As dis-
cussed in Subsection 2.4 and in Appendix Section B, the
most critical FSFC tuning parameter is �1, which is linked
to the Lasso-penalty and creates sparsity, determining the
number of features in the model. The ridge penalty �2 influ-
ences convergence speed and addresses feature collinearity
without notably affecting feature selection.

Appendix Table E4 presents FSFC performance across three
varying noise level scenarios for k = 5, 10. Appendix Fig-
ure E1 depicts a sample of 10 curves for each noise scenario.
For k=5, the average explanation of curve variability is 95%,
70%, and 50%, respectively. For k=10, these figures rise to
99%, 95%, and 80%. In less smooth scenarios, FPCs are less
effective, and more components are required to reconstruct
the curves accurately. Despite a slight performance drop in

6
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SHARE data application
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