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Recommendation Models Background

▶ Recommendation Models

▶ Predict users’ action based on features of users/item based on a large amount of data.

▶ Embedding / Feature Interaction / Post Processing

▶ Deficiency in Model Scalability

▶ Existing embedding sizes are too small.

Recommendation Models
Ø 10!~10" of features
Ø Embedding size of 10 ∼ 100

JL-Lemma
Ø 𝐾 ≥ 8𝜖!" ln 𝐷

Embeddings in LLM
Ø ~10! tokens
Ø ~10# embedding size

mismatch

▶ Scaling up recommendation models does not necessarily lead to performance gain.
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[Embedding]
Largest and most critical

[Feature Interaction]
Capturing higher-level features
Specific, most-focused

[Post-Processing]
Commonly MLPs

Little or even negative
improvement

Recommendation Model Architectures. Scaling up Recommendation Models.

▶ Question: What’s behind the deficiency in recommendation model scalability?

Embedding Collapse Phenomenon

▶ Observation of Embedding Collapse

▶ Many singular values tend to be small, embeddings tend to be low-rank.

▶ Compared with LLM, an intrinsic issue specific to recommendation models.
ineffective parameter utilization

SVD on Embeddings. Comparision with LLMs.

▶ Analysis Tool of Embedding Collapse

Extend rank to information abundance

IA 𝐸 =
𝜎 !
𝜎 "

Embedding Collapse: low IA

𝐸 = 𝑈Σ𝑉#, 	Σ = diag 𝜎!, 𝜎$, … , 𝜎% , rank 𝐸 = 𝜎 &

significances along spectra directions

Larger 𝝈: carry more information J

Smaller 𝝈: more likely to be pruned L

Interaction-Collapse Theory

▶ Empirical Analysis on DCNv2

interaction projection

DCNv2: pre-projection before feature interaction
Sub-embedding: 𝑬!

→# = 𝑬!𝑾!→#
$

IA 𝑬!
→# is proportional to both IA 𝑬! and IA 𝑬#

Even if 𝑬!
→# are simple projections of the same 𝑬!

▶ Theoretical Analysis on FM

Gradients are
correlated with spectra

Simulation of
various IA

Embedding Collapse is an Optimization Issue. Toy Experiments on FM.

▶ Interaction-Collapse Theory

In feature interaction of recommendation models, fields with low-information-
abundance embeddings constrain the information abundance of other fields,
resulting in collapsed embedding matrices.

Necessity of Interaction

▶ Restricting or Replacing Interaction that Causes Collapse

If 𝑾!→#
$ preserves singular values, IA 𝑬!

→# = IA 𝑬!

Regularization to force it

Less collapse but overfitting and bad scalability

Replacing explicit interaction with implicit interaction

DCNv2 to DNN

Less collapse but negative improvement and bad scalability

▶ Necessity of Interaction

A less-collapsed model with feature interaction suppressed improperly is insufficient
for scalability due to overfitting concern.

▶ Overall Connections
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Multi-Embedding Design

▶ Principle for Scalable Model Design

▶ Capable of less-collapsed embeddings.

▶ Be within the existing feature interaction framework instead of removing interaction.

▶ Multi-Embedding Models are Scalable Recommendation Models.
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(b) Multi-embedding

Scale up #embedding sets instead of embedding dim
Each embedding set owns its specific interaction layers

Less influenced by the interaction-collapse theory and mitigate 
embedding collapse while keeping the original interaction modules

▶ How Multi-Embedding Works

Scalability Diversity of
embedding

Diversity of
interaction

Less influenced
by feature-
interaction 

theory

Experimental Results

▶ Significant and Consistent Scalability

▶ Multi-embedding achieve success on 2 benchmark datasets and 6 baseline models.
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