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> Problem Statement: Algorithm 4 FedLMT Algorithm 3 pFedLMT
Suppose there are N clients with non-identically and independently distributed data Input: Local epoch E, total 1teratlf)n T, lleaming rate v, a set of randomly selected clients A, the initial low-rank model Il(l)P““ Lboca(l) epoch E, total iteration (?, learning rate -y, a set of randgmly selcicted Cﬁent§ N O,ghe initial low-rank model
D ={D Dy}, Federated Learning with system heterogeneity aims to train a global X =x" = {Wi;, - ,Wi’fu UL et - s UR, V&) according to B;, Vi. x; = (P",9;) according to §;, Vi. p” are the common layers and p° = {Wyo, - , Wy} @ are the custom layers of
= 1 UNS Output: A global model x. chient fand gy = {Ufgl’ V’P"Jrl’ Ul Vi)
model w by solving the following optimization problem: fort = 1to T do Output: Personalized models {x{,--- ,x}}.
for client i € N*~! in parallel do fort =1toT do
1 xt =xt"1 -4V t_?G-(x?_l '3 for client i € N*~!in parallel do
min, (W) = > fi(w),wi = h(W) iy i oy )
WeR = if ¢ divides E then §f= P = Y Vp1Gi(x;T &)
where the local sub-model w; is trained in client i, and is obtained from w through Each client i in A" senls x{ to thle server SR
. . . Nt
a map function h;, e.g., model pruning. The design of h; depends on the Server updates x* = 57— E' Ixt Each client i in At~ sends pt to the server
. . . : . ¢ V1|
heterogeneous memory capacity f; of client i, ensuring that each client can load Sopsncomyles ooy Che’.‘t e Server updates p' = yi=r isy P
Server broadcasts x* to all chosen clients and replaces the local models Server randomly samples a new chent set N/t
he sub-model for training dif Y : o
t ' en Server broadcasts pt to all chosen clients and replaces the common layers of clients’ local models
end for end if

» Example: ; T -
(Optional) Generate w- from x* .

|——'0LI Theorem 1. Under the main assumptions, let g be a constant and 1 < qo < 2,and > Properties

1 1
2 s L .B i = Nao 2//T, FedLMT hi I -
the learning rate satisfies y < min{¢4do-1, %, 1}, for a full model w, by training its inear Speedup. By setting y ’ /\/—’ ed can achieve a linear speed

P end for

00000

up with respect to the number of participating clients.
* Communication efficiency. By setting y = 1/\/7, the convergence rate of

corresponding low-rank model x using Algorithm 1, we have:
T
1
72 E||[Vf(wt™ D)% < SaoT FW®) —f")  4y2- QO( + (L p)G2L(k* + k¥))  FedLMT to obtain the full model w is O(1/NT), which is the same as that of
= previous works which trains the full model directly under non-convex settings
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... ChallengesandMotivations | 42700 L2052, 4 i (N — 1)) +0(r3~0). 2]

Effect of p. There is a trade-off between the model convergence and the model

» Challenges 1: System heterogeneity limits the participation of clients with constrained Here p denotes the number of Iayers that are not factorized, and f* is the . - _
memory but rich data, and hence degrades the performance of the global model in minimum value under the full model weight space. i, k,and k,,,, are constants compression. As p gets larger, the error bound gets smaller while the size of the
federated learning. bounding the low rank model weight, respectively. low-rank model is larger.

» Challenges 2: The global model trained in current mainstream approaches still suffer ii‘iﬁilmﬁniil iiii"liilﬂﬂ
performance degradation due to heterogeneous sub-models aggregation, and lack of
theoretical performance guarantees. 1. Performance Comparison with SOTA Baselines 2. Ablation Study

» Goal: Devise lightweight algorithms with theoretical guarantees and high flexibility. cTzz; in E‘:l(I::fgg‘:ﬁ:ﬁ;ﬁgﬁf@ﬁ%ﬂ:ﬁ?&gﬁ:n (ﬁfg- a,ﬁacii eﬁjtss::clinélsdol?’fgelxiizzil:grt)o:a;e;;;ﬁ;r:;i,rfgxﬂdui;a;i ‘2:1;‘1’;2 > Effect of Hyper-parameters » Personalization Study

J S —@- FedRolex <€ DepthFL V- FedDropout FLANC FedHM
TASK FEDAVG FEDDROPOUT HETEROFL FEDHM FEDROLEX DEPTHFL FLANC FEDLMT CIFAR10 CIFAR100 k- FedRep ~ —A- HeterofL -« pFedLMT —r— FedlMT
ACC 91.01 7331 85.02 83.33 89.11 86.79 75.83 91.03 ‘ s : B
b >

» Demonstrate that the global large model trained by homogeneous low-rank sub- R ped P o - R SR MR Ry g:i g;i a7

models (FedLMT) can beat those trained by heterogeneous sub-models (current IR ey 1 B e S e e e %90 %es

mainstream approaches), with less training costs. e e —aa s e Tl eI T
> Point out one issue in the convergence analysis of FedHM [1]. VN Rlomsdely  11ds 678 615 br e 1ol sp 3 e [QDTTTIIOE| feff (eI 2EAnE o
> Theoretically prove that a converged large model can be reached by training it in the RO R b N LR R 870966;,6030&01 023313 (Sa20507 024347 ol 50 ‘ an ol 2500 e

low-rank weight space under non-convex settings. P — s e S e WA P Lowi i Communlcation cost(GB)I - - /Compitation cost (GFLOPS)
> Propose pFedLMT, allowing clients to obtain personalized local models flexibly N osiniz)y 036 oars 0275 oars i e > FedLMT vs. SOTA Baselines:

according to their own resources. Ny TR Rl B e R e o L T *  Obtain better performance with less communication and computation costs.

i i i MODEL DISTRIBUTION FEDAVG FEDDROPOUT HETEROFL FEDHM FEDROLEX DEPTHFL FLANC FEDLMT (OURS) * The performance is more rObUSt in Various SYStem heterogeneous ScenarIOS.
Ba 91.91 89.79 91.91 9156 9190 8899  90.65 = *  FedLMT is more flexible and can be easily extended to personalized version (pFedLMT)
> Ls-smoothness: ||Vf(x) — Vf(y)|| < Lg||x — y|| i) Al 731 802 £33 8901 8679 7583 o103 to settle both data heterogeneity and system heterogeneity.
> Bounded noise and gradient: o2 3[{3/3 225 = e 803 Sr T 5050 5158 References:
IES‘ ||VF; (W; E) —Vf; (W)Hz = 02' IEf |[|VE; (w; f)”4 <G* 53ﬂ3/;zﬁ2ﬁ1 = %:28 g%;; gig; gg:‘s‘g gg:gg %gg gé:g; [1] FedHM: Efficient Federated Learning for Heterogeneous Models via Low-rank Factorization (Arxiv2021)

> K,-bounded model weight: ||W||; < k,, /32/3.2/31 = o o i S ok e o [2] Parallel restarted SGD with faster convergence and less communication: Demystifying why
» The weight matrix of low-rank model is of full-rank. B = 2059 P27 SRR X R LR MG, 5L BoZy model averaging works for deep learning. (AAAI2019)



