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Heterogeneous Federated Learning

Challenges and Motivations
Ø Challenges 1: System heterogeneity limits the participation of clients with constrained 

memory but rich data, and hence degrades the performance of the global model in 
federated learning.

Ø Challenges 2: The global model trained in current mainstream approaches still suffer 
performance degradation due to heterogeneous sub-models aggregation, and lack of 
theoretical performance guarantees.

Ø Goal: Devise lightweight algorithms with theoretical guarantees and high flexibility.

Notations and Main Assumptions

Algorithms

Convergence Analysis

Experimental Evaluation

Ø Problem Statement:
Suppose there are 𝑁 clients with non-identically and independently distributed data 
𝐷 = 𝐷!, ⋯ , 𝐷" , Federated Learning with system heterogeneity aims to train a global 
model 𝑤 by solving the following optimization problem:
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𝑓& 𝑤& , 𝑤& = ℎ&(𝑤)

where	the	local	sub-model	𝑤& is	trained	in	client	𝑖,	and	is	obtained	from	𝑤 through	
a	map	function	ℎ& ,	e.g.,	model	pruning.	The	design	of	ℎ& depends	on	the	
heterogeneous	memory	capacity	𝛽& of	client	𝑖,	ensuring	that	each	client	can	load	
the	sub-model	for	training.

Contributions
Ø Demonstrate that the global large model trained by homogeneous low-rank sub-

models (FedLMT) can beat those trained by heterogeneous sub-models (current 
mainstream approaches), with less training costs. 

Ø Point out one issue in the convergence analysis of FedHM [1].
Ø Theoretically prove that a converged large model can be reached by training it in the 

low-rank weight space under non-convex settings.
Ø Propose pFedLMT, allowing clients to obtain personalized local models flexibly 

according to their own resources.

Ø 𝑳𝒔-smoothness: ||∇𝑓 𝑥 − ∇𝑓 𝑦 || ≤ 𝐿"||𝑥 − 𝑦||
Ø Bounded noise and gradient:

Ø 𝜿𝒘-bounded model weight: ||𝑊||$ ≤ 𝜅%
Ø The weight matrix of low-rank model is of full-rank.

1. Performance Comparison with SOTA Baselines 
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Ø Example:

2. Ablation Study

Ø FedLMT vs. SOTA Baselines:
• Obtain better performance with less communication and computation costs.
• The performance is more robust in various system heterogeneous scenarios.
• FedLMT is more flexible and can be easily extended to personalized version (pFedLMT) 

to settle both data heterogeneity and system heterogeneity. 

Ø Effect of Hyper-parameters Ø Personalization Study

Theorem 1. Under the main assumptions, let 𝑞( be a constant and 1 < 𝑞( < 2, and 

the learning rate satisfies 𝛾 ≤ min{𝜙
"

#$%&, !
)
, 1}, for a full model 𝑤, by training its 

corresponding low-rank model 𝑥 using Algorithm 1, we have:

Here 𝜌 denotes the number of layers that are not factorized, and 𝑓⋆ is the 
minimum value under the full model weight space. 𝜅+ , 𝜅,and 𝜅+, are constants 
bounding the low rank model weight, respectively.
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Ø Properties

• Linear Speedup. By setting 𝛾 = 𝑁
&
#$
-&"/ 𝑇, FedLMT can achieve a linear speed-

up with respect to the number of participating clients.
• Communication efficiency. By setting 𝛾 = 1/ 𝑇, the convergence rate of 

FedLMT to obtain the full model 𝑤 is 𝒪(1/ 𝑇), which is the same as that of 
previous works which trains the full model directly under non-convex settings 
[2].

• Effect of 𝝆. There is a trade-off between the model convergence and the model 
compression. As 𝜌 gets larger, the error bound gets smaller while the size of the 
low-rank model is larger.
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