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VRP:

Routes

Depots
Customers

Min-max VRP restricts the number of routes and 
aims to minimize the length of the longest route.

Vehicle Routing Problem (VRP) traverses all given 
customers and aims to minimize the total route length.

minimize: (  +      +        )

Min-max VRP:
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VRPs have a wide range of practical applications Min-max VRPs are also of practical significance.
These problems are hard to solve and lack exploration[1].

[1] Kumar, S. N. and Panneerselvam, R. A survey on the vehicle routing problem and its variants. Scientific  research Publishing, 2012.



Min-max VRP
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Defination of a min-max VRP instance Min-max VRPs involved in this article



Neural solvers for VRP
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There are several categories of Neural solvers, including 
learning improvement heuristics, Neural Divide-and-conquer, 
etc. Among them, constructive solvers generate nodes in VRP 
solutions one by one and lead in both performance and 
efficiency.

VRP instance

Feasible solution

Decoder

Decoder
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Encoder

VRPs are generally NP-hard, so solving them requires 
unacceptable time or special heuristics. Neural solvers for 
VRPs do not require expert experience and have fast solving 
speed, making it a widespread choice in recent years[1].
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[1] Bengio, Yoshua, Andrea Lodi, and Antoine Prouvost. "Machine learning for combinatorial optimization: a methodological tour d’horizon." European Journal of Operational Research 290.2 (2021): 405-421.



Neural solvers for min-max VRP
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Neural min-max VRP solvers include two-stage methods,  learning improvement heuristics, parallel planning 
methods[1], and sequential planning methods[2].

Among them, sequential planning methods, sequentially construct the set of routes with a single model. This 
approach facilitates the exploration of the optimal solution.

[1] Cao, Y., Sun, Z., and Sartoretti, G. Dan: Decentral
 ized attention-based neural network to solve the min
 max multiple traveling salesman problem. arXiv preprint arXiv:2109.04205, 2021.
[2] Son, Jiwoo, et al. "Equity-Transformer: Solving NP-Hard Min-Max Routing Problems as Sequential Generation with Equity Context." Proceedings of the AAAI Conference on Artificial Intelligence. Vol. 38. No. 18. 2024.



Motivation - DPN
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Motivation: Existing sequential planning methods are without specific design in both model 
structure and training scheme, resulting in deficiencies in the representation ability of embeddings.

The tasks of assigning customers to M routes (i.e., partition) and optimizing the routing of customers 
assigned to each route (i.e., navigation) are considered simultaneously in solving min-max VRPs.[1]

In single-stage sequential planning processes, representations of partition and navigation tasks are 
processed in agent embeddings, depot embeddings, and customer embeddings. 

Partition and navigation have different requirements, so decoupling their representations will 
improve the representation ability.

[1] Vandermeulen, I., Roderich, G., and Andreas, K. Balanced task allocation by partitioning the multiple traveling salesperson problem. In 2019 ICAAMS, pp. 1479– 1487. ACM, 2019.



Methodology - DPN
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This paper aims to fully exploit 
the problem-specific properties 
of min-max VRPs, particularly 
the requirements of decoupling 
partition and navigation.

DPN proposes a novel 
attention-based P&N Encoder, 
an APS-Loss to facilitate 
training, and a Rotation-based 
PE for representation ability.



Methodology - DPN - P&N Encoder
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To decouple the representation of partition and navigation tasks, P&N Encoder designs separate 
parts to process different embeddings. In min-max mTSP, each P&N Encoder layer consists of a 
navigation part and a partition part.

In order to maintain consistency with the characteristics of the partition process, we also utilize 
the multi-head sharp attention in the partition part as follows:



Methodology - DPN - APS-Loss
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The P&N Encoder explores problem-specific model structures to fit the requirements of min-max VRP. Moreover, 
it is also important to explore problem-specific loss functions to facilitate training.

The proposed DPN presents an agent-permutation-symmetry (APS) trait in solving min-max VRPs, which means 
changing the construction order of the M agents without changing the optimal min-max VRP solution.

Using APS, the APS-Loss proposed in this article obtains K Monte Carlo samples to represent the route 
construction orders, and then generates K solutions. The average objective function of these K solutions is used 
as the baseline for reinforcement learning. The formula of APS-Loss is as follows:

APS-equipped baseline APS-Loss



Methodology - DPN - Rotation-based PE
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In addition, this article also introduces rotation-based positional encodings to adapt to the requirements of partition 
tasks. The formula of Rotation-based PE is modified from the existing sinusoidal PE (SPE) as follows[1]:

Rotation-based PE can meet the requirement of modeling different partition strategies for min-max VRP instances 
with different depot locations.

[1] Su, J., Ahmed, M., Lu, Y., Pan, S., Bo, W., and Liu, Y. Roformer: Enhanced transformer with rotary position embedding. Neurocomputing, 568:127063, 2024.



Results

11



Results

12



Results

13

DPN demonstrates advantages in min-max mTSP, min-max mPDP, min-max MDVRP, and min-max FMDVRP 
with at most 1000 nodes. 

The original article also provides ablation studies and experiments on benchmark datasets, very-large-scale 
instances,  and instances with different distributions.
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