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Time Series Applications

Time Series Analysis is Ubiquitous in Real World

Monitoring, Maintenance

[Detection]
[Forecasting]

Weather, Energy Planning

> >

Future Predictions

[Imputation]
. Classification
Data mining P [ ]
) Device Labeling, Status Recognition




Deep Models for Time Series
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Deep Models for Time Series

General Time Series Analysis

FiTS ModernTCN
iTransformer TimeMixer I Deep Forecasting Models
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NSformer LLMs for Time Series
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Motivations of Large Models
@ Status quo: Costly training small models in specific scenarios (tasks, datasets, settings)

@ Data scarcity is common in real-world applications

* Real scenarios may lack training samples

« Performance of SOTA model degrades with limited data
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Motivations of Large Models

Tasks

Question 9

® © [Data Universal]
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Bommasani et al. On the Opportunities and Risks of Foundation Models. Arxiv 2021.



Large Time Series Models

What is Large Model

* Generalizability: One model fits different domains

Pre-Training Adaptation
{’ ____________________________ \I {’ ____________________________ \I
"~ Upstream ™\ | "~ Downstream ™\ |
' Pre-Trained | ' Adapted !
I | | c I
: Labeled/ | Model ] | $: E‘rget Domaﬁ | Model ] :
i Ellloshes i i Source Domain i
g \/ Upstream Task | g Downstream Task |

Pre-training — Adaptation !



Large Time Series Models

What is Large Model

* Generalizability: One model fits different domains
» Task Generality: Versatility to cope with various scenarios/tasks

» Scalability: Performance improves with the scale of pre-training

tcranslate English to German: That is good."

"cola sentence: The

"Das ist gut."
course is jumping well."

6 R
"not acceptable" ]
"stsb sentencel: The rhino grazed
on the grass. sentence2: A rhino
is grazing in a field." "3.8" GPT 2

"six geOplg ho:gi’{alizedtafﬁer ] GPT_2 GPT‘Q GPT‘2 EXTRA
em e SMALL MEDUM ||  LARGE ||  LARGE

117M Parameters 345M Parameters 762M Parameters 1,642M Parameters

dispatched emergency crews tuesday to
survey the damage after an onslaught
of severe weather in mississippi.."

[ "summarize: state authorities

8
Raffle et al. Exploring the Limits of Transfer Learning with a Unified Text-to-Text Transformer. JMLR 2020.



Large Time Series Models

What is Large Model

Generalizability: One model fits different domains

Task Generality: Versatility to cope with various scenarios/tasks

Scalability: Performance improves with the scale of pre-training

Emergence Abilities: Multimodality, In-context Learning ...

Zero-shot Forecasting In-context Forecasting
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111 (11111111

Forecaster Forecaster ] ?
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. N\
Time Series Prompt Lookback
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Timestamp Other Descriptions
2016/7/1 00:00:00 Begin of day

------------

2016/7/1 23:00:00 Warm-up device

Covariates

N\

}_
Target Domain  Trained on Source Domain




Timeline of Large Language Models
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Zhao et al. A Survey of Large Language Models. arXiv 2023.

Large Time
Series Models
Are Still in

Early Stages
\_ /

Challenges

Data Infrastructure

Scalable Architecture

Task Heterogeneity
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Timer: Well-curated Datasets

O UTSD: Unified Time Series Dataset

(- Energy @0 loT Nature .Web\ ( \

@9 Health Transport @B Environment —NWWW AustraliaRainfall
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Unified Time Series Dataset Diverse Shapes, Patterns and Domains

‘ UTSD-1G " ‘ UTSD-2G ‘ ‘ UTSD-4G l ‘UTSDJ 2Gl

Dataset: https://huggingface.co/datasets/thuml/UTSD

@B Easy
@0 Medium
Hard

Data Quality

« Aggregation & Filter
 Preprocess & Evaluate

« Stacking up with a hierarchy

2V

1 Billion Time Points
« 7 Typical Domain
4 Scalable Volums

« Continuous Expansion...
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https://huggingface.co/datasets/thuml/UTSD

Timer: Single-Series Sequence

O Unified Format to Address Data Heterogeneity: single-series sentence (S3)

Distinct in Shape/Freq/Scale!

Dataset | Dim | Frequency |
ETThI,ETTh2 | 7 | Hourly |
ETTml, ETTm2 | 7 | [I5min |
Exchange | 8 |  Daily |
Weather | 21 | 10min |
ECL | 321 | Hourly |
Traffic | 862 | Hourly |
Solar-Energy | 137 | 10min |
PEMS03 | 358 | Smin |
PEMS04 | 307 | Smin |
PEMS07 | 883 | Smin |
PEMS08 | 170 | Smin |

Normalized Merging

TN/\N/\/M

Variates from diverse
datasets and domains

==

I
/

Single-variate series

/\/\\/\W

1 Windowed Sampling

// V‘/\/‘”‘*/\/“"

S3: single-series sequence

1 Generative Objective

f Input Model Output )
\ i Pre-training at scale |
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Timer: Explore Backbones for Large Model

O Decoder-only Transformer with Autoregression

e ] |______'|
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Input Qutput
! ! Popular in small models Prevalent in LMs
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Timer: Generative Pre-training

O Next Token Prediction (Both Training and Inference)

Tokenize : s; = {w(i_l)sﬂ, .o, Lig)t € RS, 9 3/
h? = Wes; + TE;, 1 =1,..., N, NextToken*j T
Forwarding : H' = TrmBlock(H" ), 1 =1,..., L, Pred'Ct'O“ O
{éi—i—l} :HLWd7 1= 17"'7N7 LLM

1 s 2
NTP : Lysg = N—SZ”Si—Sz‘”%’ i=2,...,N+1.

Token-wise supervision: generated token at each position is independently supervised
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(1) Forecasting

?

Timer: Unified Task Formulation

(2) Imputation

?

OOO® -
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( Timer )

O Unify Time Series Analysis into Generative Tasks

(3) Detection

r N
\ 4
OOOO®
[ Comparison J
:
( Timer )

OO
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Task Generality

Time Series Forecasting

« Naturally predict the next token

* Timer trained with 1~5% samples
outperforms SOTA with 100% samples

Traffic Weather
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Task Generality

Time Series Forecasting Showcases
. ECL 20% Samples Traffic 20% Samples
* Naturally predict the next token ¢ °>amp
—— Prediction =~ Prediction
201 — GroundTruth = GroundTruth
* Timer trained with 1~5% samples
. 101 6
outperforms SOTA with 100% samples
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Task Generality

Time Series Imputation

« Imputation is performed by generating
masked tokens with the previous context

» Surpass previous SOTA TimesNet in

average masked cases and data scarcities.

Imputation
50 P
44 TimesNet
40 1 38 M Timer
g 30+
3 25
& nn 19
= 20
=
10' 6
0 T T T
5% 20% 100%

Data Scarcity

(2) Imputation
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) ) ) ) )

v
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Task Generality

Time Series Imputation Showcases
ECL 20% Samples Traffic 20% Samples
« Imputation is performed by generating — peacion — s

masked tokens with the previous context

« Stable improvement exhibited in y
imputation by large-scale pre-training

0 25 50 75 100 125 150 175 0 25 50 75 100 125 150 175

0,
15.0% . 13.69% 14-

ECL 5% Samples Traffic 5% Samples

~— Prediction =~ Prediction
— GroundTruth ~ GroundTruth

10.0%

5.0%

Reduced MSE by Pre-training

0.0%-

SFEFEF SIS

Compared with training from scratch A S



Task Generality

Anomaly Detection

(3) Detection
« Conducted in a predictive approach by ”

generating normal time series

* Quantile the abnormal confidence in MSE

« Surpass task-specific SOTA models in the 5
challenging UCR Anomaly Archive ”
Anomaly Detection - . G

TimesNet B Timer 4

B  Anomaly Transformer

—_
[
(e}

( Comparison ]
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Number of Detected Anomalies
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Task Generality

Anomaly Detection

Number of Detected Anomalies
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Conducted in a predictive approach by
generating normal time series

Quantile the abnormal confidence in MSE

Stable improvement exhibited in anomaly
detection by large-scale pre-training
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Timer (From Scratch)

100%

80%

60%

Avg: 12.59
200

0

250

0 50 100 150

Dataset Count

B Timer (Pre-trained)

Smaller a indicates better performance
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Scalability

Loss Curve of Sequence Models on UTSD

5 Training Loss 1 Validation Loss
e} e}
%) %)
p= p=
0.51 0.91
0.41 0.81
0B 10B 20B 30B 40B 50B OB 10B 20B 30B 40B
Time Points Time Points

—o— Decoder-only Trm (Timer) —e— Encoder-only Trm —e— LSTM —e—TiDE TCN

Transformer exhibits model capacity as the

scalable architecture for LTSM
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Scalability

Loss Curve of Sequence Models on UTSD Scaling Model/Data Consistently Improves Performance
Training Loss Validation Loss
0.7 15 1.1 T e —
i i i 0.1294 |
g 0.155 i
0.128 1 j
mo.s- ml.O- 0.1501 ol |
2! 2! o & 0.1451 7 1
2 2 ‘é’ = | | s 0.126-71
0.51 0.9 0.140 b~ . : 101251 !
0.1351 0.1241 |
0.41 0.81 ; , , 0130 —— I
0B 10B 20B 30B 40B 50B 0B 10B 20B 30B 40B Layer Number B0 el Dimencen Dataset Size
Time Points Time Points

—o— Decoder-only Trm (Timer) —e— Encoder-only Trm —e— LSTM —e—TiDE TCN

Scaling Timer achieves MSE: 0.194 — 0.123
Transformer exhibits model capacity as the (-36.6%) under data scarcity, surpassing the

scalable architecture for LTSM state-of-the-art (0.129) model with full samples
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Autoregressive Model

Variable Lookback Length (a) Forecasting Approach
- Small models are constrained on fixed input/output lengths ( 4 (4 b4
Flatten + Project Prediction

1 1 1 1
) ( Forecaster )
| |

« Similar to LLMs, Decoder is flexible on the context length (IForecaster . :

[1][;][3] 11[2][3][#

Non-Autoregressive Autoregressive

24




Autoregressive Model

Variable Lookback Length

Variable Lookback Length

e
—_
n

« Small models are constrained on fixed input/output lengths

MSE (PEMS03/04/07)
o
o

« Similar to LLMs, Decoder is flexible on the context length

o
o

* Increasing the lookback window leads to stable accuracy growth 288 384 480 576 672
Variable Forecast Length Variable Forecast Length
Iterative Multi-step Prediction 0-221 0.441
0.201 0.4
« Token-wise supervision 3 i
=0.18 -
: : o o 0.401
alleviates error accumulation = 2
0.16
0.38 1
1 0.14 1
A 112 ] | . | . . | | | .
LMSE — N_S Z ||S7, _ Si||2’ 1= 27 ) N + 1 96 192 288 384 480 96 192 288 384 480

—-— Encoder-only Trm (PatchTST) —— Decoder-only Trm (Timer)



Few-shot Generalization

Superwisedly Trained from Scratch

Table 1. Downstream forecasting results under different data scarcity of the encoder-only and decoder-only Transformer respectively
pre-trained on UTST-12G. Datasets are ordered by the oversaturation in Figure 1. Full results of PEMS and ETT can be found in Table 14.

SCENARIO | 1% TARGET | 5% TARGET | 20% TARGET

ARCHITECTURE | ENCODER | DECODER | ENCODER | DECODER | ENCODER | DECODER

PRE-TRAINED NONE 12G NONE 12G NONE 12G NONE 12G NONE 12G NONE 12G
PEMS (AvVG) 0.286 }0.246 | 0.328 | 0.180 | 0.220 1 0.197 } 0.215 1 0.138 | 0.173 | 0.164 | 0.153 | 0.126

ECL 0.183 | 0.168 | 0.215 | 0.140 | 0.150 | 0.147 | 0.154 | 0.132 | 0.140 | 0.138 } 0.137 | 0.134
TRAFFIC 0.442 |0.434 | 0.545 | 0.390 | 0.392 | 0.384 | 0.407 | 0.361 | 0.367 | 0.363 | 0.372 | 0.352
ETT (AVG) 0.367 10.317 | 0.340 |} 0.295 | 0.339 ]0.303 | 0.321 | 0.285 | 0.309 | 0.301 | 0.297 | 0.288
WEATHER 0.224 |0.165 | 0.246 | 0.166 | 0.182 | 0.154 | 0.198 | 0.151 | 0.153 | 0.149 | 0.166 | 0.151

Encoder will outperform when training samples are insufficient

Decoder necessitates substantial samples in end-to-end settings .



Few-shot Generalization

Generalization on Downstream Tasks

Table 1. Downstream forecasting results under different data scarcity of the encoder-only and decoder-only Transformer respectively
pre-trained on UTST-12G. Datasets are ordered by the oversaturation in Figure 1. Full results of PEMS and ETT can be found in Table 14.

SCENARIO | 1% TARGET | 5% TARGET | 20% TARGET

ARCHITECTURE | ENCODER | DECODER | ENCODER | DECODER | [ENCODER | DECODER

PRE-TRAINED | NONE 12G | NONE | 12G | NoNE 12G | NoNE | 12G | NoNE 12G | NONE | 12G
PEMS (AvG) | 0.286 0.246 | 0.328 | 0.180 | 0.220 0.197 | 0.215 |0.138 | 0.173 0.164 | 0.153 | 0.126

ECL | 0.183 0.168 | 0.215 | 0.140 | 0.150 0.147 | 0.154 |0.132 | 0.140 0.138 | 0.137 | 0.134

TRAFFIC | 0.442 0.434 | 0.545 | 0.390 | 0.392 0.384 | 0.407 |0.361 | 0.367 0.363 | 0.372 | 0.352

ETT (AvG) | 0.367 0.317 | 0.340 | 0.295 | 0.339 0.303 | 0.321 |0.285 | 0.309 0.301 | 0.297 | 0.288

WEATHER | 0.224 0.165 | 0.246 | 0.166 | 0.182 0.154 | 0.198 |0.151 | 0.153 0.149 | 0.166 | 0.151

In terms of Pre-training->Adaptation

Better performance can be achieved by Decoder Trm (Timer) .



Evaluations of LTSMs

Quality Assessments
METHOD TIMER MOIRALI MOMENT CHRONOS LAG-LLAMA TIMESFM TIMEGPT-1
(OURS) (2024) (2024) (2024) (2023) (2023B) (2023)
DECODER ENCODER ENCODER ENCODER DECODER DECODER ENCODER
ARCHITECTURE
DECODER DECODER DECODER
MODEL SIZE 29M, 50M, 14M,91M, 40M, 125M 20M, 46M, 200M 17M, 70M, UNKNOWN
67M 311M 385M 200M, 710M 200M
FORECAST FORECAST FORECAST IMPUTATION FORECAST FORECAST FORECAST FORECAST
SUPPORTED TASKS |IMPUTATION CLASSIFICATION DETECTION
DETECTION DETECTION
PRE-TRAINING SCALE’ 28B 27.65B 1.13B 84B 0.36B 100B 100B
TOKEN TYPE ] SEGMENT SEGMENT SEGMENT POINT POINT SEGMENT SEGMENT
CONTEXT LENGTH | <1440 <5000 =512 <512 <1024 <512 UNKNOWN
VARIABLE LENGTH ] TRUE TRUE FALSE TRUE TRUE TRUE TRUE
PROBABILISTIC ] FALSE TRUE FALSE TRUE TRUE TRUE TRUE

*https://huggingface.co/AutonLab/MOMENT-1-large
3https://huggingface.co/amazon/chronos-t5-large
*https://huggingface.co/google/timesfm-1.0-200m

Shttps://huggingface.co/collections/Salesforce/moirai- 10-r-models-65c8d3a94¢51428¢300e0742

Future Directions

 Generalization

* Longer Context
* Probabilistic

e More Tasks
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Benchmarks of LTSMs

Quantitative Evaluations (Zero-shot Forecasting)

07 ETThl 0.50 ETTh2 0.8 ETTml1 0.300 ETTm2
05 0.45 0.7 0275
0.40 0.6 0230
: . =t
%J 0.5 ‘2’ ‘2’ - 2 0.225 2 =
T 0.35 0.5 = 3 2 o)
- %) (3 = Rt 2 0.200
0.4 1 2 3 N =
0.30 0.4 ! 0.175
03 R E DY LD 025 L LDy LS DS D 03@%@%@\/&¢\0 0'150@@%%¢\)&@\
& S & & & § & @"g & & S & & & § & &9? & & S & & & § FEE & SIS ESE & & &
. . : S
FESITITIT GG ¢ C&°° ST T (}“& FTEFTT IS cée&* FFE T TP e df
ECL Traffic Weather Overall
0.8 5
0.275
125
0.250 4
0.6 1.00 E
0.225 o &
7 % 075 7 L3 23 ™ y o g
= 0.4 = o = 1'r s 3 2
AR B 0.2001 (1 >
0.50 z | It
= b 2 1
TT
1 2 3 0.175
0.2 0.25
0.150 1
Q Q S R Y & Q Q S e S Q Q SN R S
g"\ @c\b & & & § &o"\ @?b & & § é@*’\ é«\b &P & & § Timer ~ Moirai MOMENT TimesFM Chronos
SEEPCAEP S T S SIS EEPC S SR RS SEEPSAEPCEEE R RS

We provided the average rank, where the lower is better,

to measure LTSMs as a general-purpose zero-shot forecaster 29



Summary

Dataset Pre-training Adaptation

Normalized Merging Single-variate series with timestamps (1) Forecasting (2) Imputation (3) Detection

@0 Health Transport @ Environment R CD/\/\\/\/\»V\A/\
l \ { Windowed Sampling . ?
UTSD-1G UTSD-2G

- Energy @0 loT Nature @B Web\

4 ® Q )
/ \/\/\/\N W/\/f\" \/\M/ seie
/ . .
A 53: single series sequence J - 0@ o] Jololo
r L7 { Generative Objective C( Autoregression | ( Assemble ) ( Comparison
UTSD-4G UTSD-12G .

/\/\\/\W 1 Lookback Model  Forecast
Variates from diversg N ] M B | ( Ll ) ( Jigce ) ( Tigier )
Unified Time Series Dataset datasets and domains | (Efimestamp ) (Qimesanp) Pre-training at scale @ ®

e

4 [:' | ® ) Scalability]
I
Large-s.;c.ale . —»| Task Generality]
o " Pre-training
il j ® '\ —
" Strong Generalization

inerse Time Seriey
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THUML @ Tsinghua University

Machine Learning Group, School of Software, Tsinghua University

Thank You!

(‘]ﬁ Timer GitHub: https://github.com/thuml/Large-Time-Series-Model



https://github.com/thuml/Large-Time-Series-Model

