
Proposition 1. Let 𝑆(#) be a bag classifier and satisfy 𝑆 𝑋 = 𝑔(∑! 𝑓(𝐱!)). 
For any bag 𝑋 and its label 𝑌 ∈ {0, 1}, further assume 𝑆 can predict bags 
precisely: 𝑆(𝑋) = 𝑌. Then, there exists an estimator with 𝑻 = 𝒈 ∘ 𝒇 for any 
instance 𝐱, such that 𝑇(𝐱) = 𝑦, where 𝑦 ∈ {0, 1} is the label of 𝐱.
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Motivation

• Existing UE methods often assume there are completely-labeled data 
with which neural networks can be trained to estimate 𝑝(𝝎|𝐷) and 
capture epistemic (model) uncertainty for accurate UE:

• In fact, there are many practical tasks involving weakly-annotated
data. A typical problem is Multi-Instance Learning (MIL), in which 
p Each sample is a bag of multiple instances: 𝑋 = {𝐱!, 𝐱", … , 𝐱#}.
p Instance label 𝑦 is unknow and only an overall bag-level statement 

is given: 𝑌 = max{𝑦!, 𝑦", … , 𝑦#}.

• This motivates us to study a new problem of Multi-Instance 
Uncertainty Estimation (MIUE).

Challenges
• Tackling MIUE requires a MIL model to

p (Bag-level UE) learn 𝑝(𝝎|𝐷) from the multi-instance bags with 
variable sizes

p (Weakly-supervised instance-level UE) and meanwhile jointly 
estimate a new weakly-supervised posterior 𝑝(𝜽$|𝐷) with 
weakly-annotated instances. 

* 𝜽$ parameterizes the mapping from 𝐱 to 𝑦 (weak labels) 

• Uncertainty Estimation (UE), as an effective means to quantify 
predictive uncertainty, is crucial for safe and reliable decision-making.

Method
• We propose to model bag-level and instance-level predictive 

probability with posterior Dirichlet distributions, inspired by 
evidential deep learning (EDL). 

• Our optimization strategy for 𝑹(𝐱): (i) for 𝑌 = 0, all instances are 
negative, directly used for supervision; (ii) for 𝑌 = 1, we multiply 
the evidence of 𝐱% (written as 𝛼%) by different weights and aggregate 
them into a single one for supervision:  

• Let 𝑇 = 𝑔 ∘ 𝑓, our residual instance estimator is expressed as
Residual to learn

and 𝛼%
(') is the evidence of 𝐱% derived from 𝑇 𝐱 .

Experiments & Results
• Main results on MNIST-bags. OOD-F and OOD-K mean that 

FMNIST and KMNIST are used for generated OOD bags, 
respectively. 𝑼𝑬 is the metric averaged on three UE tasks. 

• Bag-level and instance-level uncertainty analysis on MNIST-bags. 

Bag-level predictive confidence Instance-level predictive confidence

• Understand 𝑹(𝐱)’s UE behavior using a synthetic 2D MIL dataset:

Justification for ℒ"#$% : it provides a tighter upper bound of the ideal (fully-
supervised) instance loss function than common weakly-supervised 
optimization strategies under mild conditions, suggesting a more suitable  
"𝜽& such that there is 𝑝(𝜽&|𝐷) ≈ 𝛿(𝜽& − "𝜽&) for accurate instance UE.


