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Data Matters

Data Model Optimization
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Scarcity of Data

Affinity Prediction

Ø Protein - Small Molecule: 5316

Ø Protein - Protein: 2852

Ø Protein - RNA/DNA: 1052

Ø RNA/DNA - Small Molecule：149

Is it possible to transfer knowledge 

from data in different domains?

Data are hard to obtain 

Ø Wet-lab experiments are costly

Ø It’s hard to find new complexes in some domains
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Representations of Different Molecules

Different building blocks lead to 

different representation unit

However, the basic units are always 

atoms and the essence of molecular 

interactions/structures is secondary-

bonding between atoms (e.g. 

hydrogen bond, π–π interaction), 

regardless of the building blocks.

Molecule Type Building Block

Protein

Small Molecule

RNA/DNA

Amino Acid

Atom

Nucleotide
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Naive Unified Representation

Is it possible to maintain both 
the atom-level instances and the 
heuristics of building blocks?

Protein

Small Molecule

RNA/DNA

Atom-level
(fine-grained)

Block-level
(coarse-grained)

Unified Representation?
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Geometric Graph of Sets: Definition

How are about a geometric graph 
where each node (block) contains a 
set of atoms?
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Geometric Graph of Sets: Challenge

Challenges for designing a corresponding model

Ø Node features / coordinates are matrices with variable 

number of rows!

Ø Still, E(3)-equivariance is important!

Ø Moreover, intra-block permutation invariance is also 

important since the atoms within a block are unordered
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Overview
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Equivariant Bilevel Attention

Block Level

Atom Level
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Equivariant Feed-Forward Network

Local (intra-block) adjustments
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Equivariant Layer Normalization
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Protein-Protein Affinity

∆𝐸
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Protein-Ligand Affinity

∆𝐸
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Molecule Generation by
Principal Subgraph

Mining and Assembling
(NeurIPS 2022)



Can we really transfer knowledge between different domains? 
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Mixed Training – Mutual Enhancements
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Protein - Protein

Protein - Small Molecule

GET



Zero-Shot DNA/RNA-Ligand Affinity!

Zero-shot inference on 149 DNA/RNA-ligand 
affinity exhibit moderate correlation!
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Future Plan

We can do a lot of things with this unified representation!

Ø One pretrained model for all kinds of biomolecules!

Ø Fragment-based small molecule segmentation?

Ø Non-canonical amino acids (think it as out-of-vocabulary problem)
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Future Plan

23



Thank you for your attention!

Paper Link Code Link
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