
☞What is image aesthetics assessment?
・Image aesthetics assessment (IAA) aims to assess 

image aesthetics based on human perception.

☞What is long-tailed IAA dataset?
・Most of the images are located in the medium scores 

(e.g., 4-6), with few samples of high and low scores.

☞Why the long-tail issue should be addressed?
・Models trained on long-tailed data are biased towards

majority and away from minority.

・The bias compromises the models’ generalizability and

fairness, resulting in low accuracy and insufficient

differentiation in model scores.

☞Contributions
• Long-tail in IAA: This is the first solution proposed 

against long-tail for IAA models.

• ELTA: Mitigates the data imbalance by augmenting

minority features, aligning features to labels, and

improving pseudo-labeling accuracy.
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(a) Comparing ELTA with 7 IAA 

methods on four datasets.

(b) Comparing ELTA with 2 Deep 

Imbalanced Regression (DIR) 

methods on four datasets.

(c) Ablation of different modules on 

the AVA dataset.
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Above: Example of plugging our modules into other 

methods. The three modules proposed are all optional 

and can be easily integrated with other methods.

Right: Cross-architecture evaluations are conducted to 

enhance other IAA methods, resulting in improved 

results on AVA.

The Baseline model, marked 

in blue, struggles to 

effectively differentiate the 

aesthetic quality of images. 

Typically, its evaluation 

results cluster within a 4-6.5 

point range, which means 

significant evaluation errors 

for images with high or low 

aesthetic values. In contrast, 

our proposed ELTA model, 

indicated in red, 

demonstrates improved 

performance. The result is 

closer to ground truth.


