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What happens if you learn a GNN for
a task where the graph is not
needed?

They overfit the graph structure!

Consider MPGNNSs with separated root and
topological weights:
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Implicit Bias of Gradient Descent for GNNs

Weight alignment: When learning over r- regular
graphs, the root weights and topological weights are
aligned, i.e., w, = rw;.

Extrapolation may fail: There are train distribution P,
and test distribution P, where the test error is a least i—

Extrapolation with regular distributions:
Extrapolation is guaranteed within regular graphs
distributions.

Sufficient condition for extrapolation:
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The Ratios Between the Regular Component and the A Component

GD training will converge to the solution of the following

problem:

Mitly, v, [[W113 + [[W213

V(X,A,y) €S

st y[wi - X xi +wy X7 deg(i)x;] > 1

R-COV: A method to reduce overfitting

Make the graph more regular by adding edges
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