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What are the big challenges?

Difficulties of adapting BC to real world

• Expert demos are expensive and sometimes come without a reward label.


• Modeling behavior from demonstrations can have multiple modes.


• Environments are not Markovian.
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Multi-modality: 🔑 for large action dataset
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Predicting tokenized language, one token at a time

How do language models do it?

I saw a cat on a …
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Learning the alphabet of actions
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Quantization

Step 1: Tokenizing actions

Modeling behavior like GPT
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Step 1: Tokenizing actions

Modeling behavior like GPT



Step 2: Predicting actions using a transformer decoder

Modeling behavior like GPT

MinGPT

Observation sequence

Offset 
head

+

Goal sequence

Optional

Code

Predictor 

head



VQ-BeT in Various Decision-making Problems



Multimodal Behaviors of VQ-BeT
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Outperforming Diffusion policy



Fast and Light-weighted Model

On GPU 
(A6000)

On CPU

Inference time 
(50 envs batch)

Inference time 
(per single action)

12ms 


for 5-step action chunk

43ms 


for 5-step action chunk

2.4ms 


for 5-step action chunk

8ms 


for single-step

38MB including Image Encoder (HuggingFace LeRobot Implementation)

14-15% of Diffusion Policy!



Real-world Experiments



Real-world Experiments

Especially true for long horizon and low-data regime
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