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Techniques: main idea

SDE PDE
Langevin dynamics Fokker—Planck equation
Good for classical computers

e Due to recent quantum algorithms, we can efficiently solve differential
equations over exponentially many points [CPO21]

e Normalization constant comes at the cost of post-selection — relates to
mixing time!
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712
|f‘ is a sub-exp distribution

f is (semi)-analytic @




Thank You!



