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Representation Learning

● Representation Learning in NLP
○ Transformer Encoder + Self-supervised Training: BERT

Pretraining Objective: 

随机MASK 15% 
Token



3D Molecular Representation Learning

● What’s 3D Molecular Representation Learning

● 3D Molecular Information
○ Atom Coordinates
○ Distance between atoms
○ Dihedral Angel
○ ……
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3D Molecular Representation Learning

● Uni-Mol

Zhou, Gengmo, et al. "Uni-Mol: a universal 3D molecular representation learning framework." ICLR (2023).

1Å



3D Molecular Representation Learning

● Transformer-M

Shengjie Luo, et al. "One Transformer Can Understand Both 2D & 3D Molecular Data." ICLR (2023).



3D Molecular Representation Learning
● What’s 3D Molecular Representation Learning

○ EnCD Framework: Encoder-only model with Coordinate Denoising objective
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Analysis: Inconsistencies between Objectives

● Inconsistencies Between Pre-Training and Downstream Objectives

Features

Denosing
Loss

Downstream
Tasks

● Inconsistencies: 
○ Good Performance on Pre-training 

Tasks
○ Poor Performance on Downstream 

Tasks



Analysis: Inconsistencies between Objectives

● Inconsistencies Between Pre-Training and Downstream Objectives
○ Good Performance on Pre-training Tasks
○ Poor Performance on Downstream Tasks

UniMol Transformer-M



Analysis: Inconsistencies between Objectives

● Inconsistencies Between Pre-Training and Downstream Objectives
○ Good Performance on Pre-training Tasks
○ Poor Performance on Downstream Tasks

● Differences between Molecules and Languages

Molecules
● Low-level Semantic
● Unordered information

I am very [MASK] I am very happy

Language
● High-level Semantic
● Ordered information



Analysis: Twisted Optimization of Content and 
Identifier
● Differences between Molecules and Languages

Mol-AE consistently outperforms various 
molecular representation learning methods.

Mol-AE consistently [MASK] various 
molecular representation [MASK] methods.

Mask Tokens

Tansformer Encoder

outperforms learning
P

osition Encoding

Molecular
Encoder

3D Position Encoding3D Position Encoding

Disrupted Conformations → Wrong 3D PE

Mol-AE consistently outperforms various 
molecular representation learning methods.

molecular various representation [MASK]
Mol-AE methods [MASK] consistently.

Mask Tokens
Shuffle



Analysis: Twisted Optimization of Content and 
Identifier
● How much impact does noise have on PE

○ Chemical bond length distribution: 1Å Uniform Noise is a strong noise.



Analysis: Twisted Optimization of Content and 
Identifier
● Training Curve

A Simple Solution: Adding PE into 
Encoder

⊕ Molecular
Encoder

3D Position Encoding

Order Information from SMILES



Analysis: Twisted Optimization of Content and 
Identifier
● Training Curve



Analysis: Twisted Optimization of Content and 
Identifier
● But Uni-Mol-PE can’t consistently outperform Uni-Mol on downstream tasks

Positional information does not help the encoder learn better representations.



Analysis: Twisted Optimization of Content and 
Identifier
● Positional information does not help the encoder learn better representations.
● But it can help the model distinguish from different atoms.

Separate the wheat from the chaff：
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Analysis: Twisted Optimization of Content and 
Identifier

Real but Partial Structure：

Molecular
Encoder

3D Position Encoding

Features

3D Cloze Test
Loss

D
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⊕

● Positional information does not help the encoder learn better representations.
● But it can help the model distinguish from different atoms.



Method

● Mol-AE: Auto-Encoder Based Molecular Representation Learning With 3D 
Cloze Test Objective



Experiments

● The results on 9 molecule classification datasets.



Experiments

● The results on 6 molecule regression datasets.



Analytical Experiments

● Why Auto-Encoder

● Why 3D cloze test
● Why PE is added to the decoder
● Why dropping



Analytical Experiments

● Why Auto-Encoder
● Shallow decoder is harmful
● Clearer division of labor
● Better performance



Analytical Experiments

● Why PE is added to the decoder
● Better convergence
● Sequential order may be harmful



Analytical Experiments

● Why dropping
● Better performance 

For a more theoretical explanation, please refer to
Yu Meng, et al. "Representation Deficiency in Masked Language Modeling" ICLR (2024).



Thanks
Paper: https://www.biorxiv.org/content/10.1101/2024.04.13.589331v1

Project: https://github.com/yjwtheonly/MolAE 


