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Overview

FiT is an novel transformer 
architecture which is capable 
of generating images at 
unrestricted resolutions and 
aspect ratios.

Selected samples from FiT-XL/2 models at resolutions of 256 × 256, 224 
× 448 and 448 × 224.



Motivation

Nowadays, training a generative model often 
requires a large number of images. 

Most of these images come from web crawled 
images, so they have complex resolutions and 
aspect ratios. 

We have shown the Height/Width distribution of 
ImageNet1K as shown in the figure on the right.

Height/Width distribution of the original 
ImageNet dataset.



Limitation of DiT

However, DiT struggles with generalizing 
across arbitrary resolutions.

This limitation stems from the fact that DiT can 
not utilize dynamic resolution images during 
its training process, hindering its ability to adapt 
to different token lengths or resolutions 
effectively.

To overcome this limitation, we introduce the 
Flexible Vision Transformer (FiT), which is 
adept at generating images at unrestricted 
resolutions and aspect ratios.

Pipeline comparison between (a) DiT and (b) FiT.



TL;DR: FiT with Three Updates based on DiT

1. Flexible Training and Inference Pipeline

2. Architecture Updates

3. Training Free Resolution Extrapolation Method



Certain Biases in DiT

Due to the diversity in image resolutions, DiT 
resizes and crops the images to a fixed resolution 
256 × 256 for packing the training batch.

While resizing and cropping as a means of data 
augmentation is a common practice, this 
approach introduces certain biases into the input 
data. 

These biases will directly affect the final images 
generated by the model, including blurring 
effects from the transition from low to high 
resolution and information lost due to the 
cropping, as shown in right figure.

Failure samples from DiT-XL/2.



Flexible Training and Inference Pipeline

To overcome biases in DiT, we avoid cropping images or resizing low-resolution images to 
a higher resolution. Instead, we only resize high resolution images to a predetermined 
maximum resolution limit, 𝐻×𝑊 ≤ 256×256.

Pipeline of FiT.



Flexible Training Pipeline

Key Idea: FiT conceptualizes images as sequences of 
variable length tokens. 

1. FiT first encodes an image into latent codes with a 
pre-trained VAE encoder. By patchfiying latent 
codes to latent tokens, we can get sequences with 
different lengths L. 

Flexible Training Pipeline.



Flexible Training Pipeline

Key Idea: FiT conceptualizes images as sequences of 
variable length tokens. 

2. To pack these sequences into a batch, we pad all 
these sequences to the maximum token length 
𝐿!"# using padding tokens. Here we set 𝐿!"# =
256 to match the fixed token length of DiT. The 
same as the latent tokens, we also pad the 
positional embeddings to the maximum length for 
packing. 

Flexible Training Pipeline.



Flexible Training Pipeline

Key Idea: FiT conceptualizes images as sequences of 
variable length tokens. 

3. Finally, we calculate the loss function only for the 
denoised output tokens, while discarding all other 
padding tokens.

Flexible Training Pipeline.



Flexible Inference Pipeline

Key Idea: FiT conceptualizes images as sequences of 
variable length tokens. 

1. We firstly define the position map of the 
generated image and sample noisy tokens from 
the Gaussian distribution as input. 

2. After completing K iterations of the denoising 
process, we reshape and unpatchfiy the denoised 
tokens according to the predefined position map 
to get the final generated image.

Flexible Inference Pipeline.



FiT Architecture

FiT Block.



Three Updates in FiT Architecture

1. Replacing MHSA with Masked MHSA.

The flexible training pipeline introduces padding tokens for flexibly packing dynamic 
sequences into a batch. It is crucial to facilitate interactions among noised tokens 
while preventing any interaction between noised tokens and padding tokens.

Here, we utilize the sequence mask M for Masked Attention, where noised tokens are 
assigned the value of 0, and padding tokens are assigned the value of negative 
infinity (-inf), which is defined as follows:



Three Updates in FiT Architecture

2. Replacing Absolute PE with 2D RoPE.

We observe that vision transformer models with absolute positional embedding fail to 
generalize well on images beyond the training resolution.

We utilize 2D-RoPE to facilitate the resolution generalization in vision transformer 
models.



Three Updates in FiT Architecture

3. Replacing MLP with SwiGLU.

We follow recent LLMs like LLaMA, and replace the MLP in FFN with SwiGLU, which 
is defined as follows:
 



Training Free Resolution Extrapolation

While large language models employ token length extrapolation techniques (NTK, YaRN)
for generating text of arbitrary lengths, a direct application of these technologies to FiT 
yields suboptimal results. 

We tailor these techniques for 2D RoPE, called VisionNTK and VisionYaRN, thereby 
enhancing FiT’s performance across a spectrum of resolutions and aspect ratios.

It is worth noting that VisionNTK and VisionYaRN are training-free positional 
embedding interpolation approaches, used to alleviate the problem of position 
embedding out of distribution in extrapolation. 

(When the aspect ratio equals one, they are equivalent to the vanilla implementation of 
NTK and YaRN. They are especially effective in generating images with arbitrary aspect 
ratios.)



Architecture Ablation Results

Ablation results from DiT-B/2 to FiT-B/2 at 400K training steps without using classifier-free guidance.

1. Flexible training pipeline significantly improves the performance across various 
resolutions.

2. SwiGLU slightly improves the performance across various resolutions, compared 
to MLP.

3. 2D RoPE demonstrates greater efficiency compared to absolute position encoding, 
and it possesses significant extrapolation capability across various resolutions.



Resolution Extrapolation Design Ablation Results

Ablation results from DiT-B/2 to FiT-B/2 at 400K training steps without using classifier-free guidance.

Direct extrapolation does not perform well on larger resolution out of training 
distribution. So we conduct a comprehensive benchmarking analysis focused on 
positional embedding interpolation methods.

We find that FiT-B/2 has a strong extrapolation ability, which can be further 
enhanced when combined with VisionYaRN and VisionNTK methods.



In-distribution Resolution Results

Ablation results from DiT-B/2 to FiT-B/2 at 400K training steps without using classifier-free guidance.

FiT-XL/2 outperforms all prior generative models across a spectrum of resolutions 
and aspect ratios.

Benchmarking class-conditional image generation with in-distribution resolution on ImageNet dataset.



Out-of-distribution Resolution Results

FiT-XL/2 outperforms all prior generative models across a spectrum of resolutions 
and aspect ratios.

Benchmarking class-conditional image generation with out-of-distribution resolution on ImageNet dataset. 



Thank You!

FiT Paper FiT Github Repo


