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TLDR:  We introduce a distillation method that can 
reduce diffusion models into one-step inference 
without using any training data. 

Quantitative Results

Signal-ODE 
In this work, we propose to learn from a “signal-ODE” 
derived from the original diffusion model by predict the 
“signal” part of the original DDIM path:

Learning with Bootstrapping 
The training object is to match the student output at two 
different timesteps with the help of teacher ODE 
solvers. Through bootstrapping, the student model can 
learn to generate samples from noise directly. 

Links

https://machinelearning.apple.com/research/boot
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Qualitative Results

Problems with Existing Distillation Methods 

1). Direct distillation approaches need to generate noise-
image targets through multi-step DDIM sampling, which is 
expensive. 

2). Consistency models removed the requirements of 
synthetic dataset by learning from “bootstrapping”, but 
they need to access the real data and requires EMA to 
avoid trivial solutions.

Distillation of Text-to-Image Models 
Our method can be readily applied for distilling 
conditional diffusion models in either pixel space or 
latent space.

Overview 
We introduce singal-ODE, a modeling technique focused 
exclusively on signals and its corresponding distillation 
process. We also adopt our method on text-to-image 
diffusion models.

Our Method

The reverse process of diffusion models.

DDIM Sampling: multiple step denoising

Our method: predict image from random noise in one step with yθ We can rewrite DDIM sampling as: 

Signal-ODE 

Matching two sides of the signal ODE: 

Taking finite difference for the ODE: 

No ema needed 

Error Accumulation 
Imperfect predictions at large time steps might 
propagate to subsequent timesteps during 
bootstrapping. We employ two methods: (1) we sample 
timesteps uniformly throughout training; (2) We use 
high-order solvers such as Heun’s Method. 

Boundary Condition 
In theory, the boundary can be arbitrary values since 

. We make the student model learn in a truncated 
range  and add an auxiliary boundary loss: 
αT = 0

t ∈ [tmin, tmax]

Our Algorithm 

Results on CIFAR-10 
Results on FFHQ and ImageNet

Comparison with other baselines 

Random Samples from our single-step student model 
distilled from DeepFloyd-IF 
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