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Neural Architecture

The parameter proportions of model's main body and
tokenizer. (a) The large tokenizer inherited from large
multilingual models(Wang et al., 2023) (b) Compact
tokenizer by removing low-frequency vocabularies

Performance varies w.r.t. model’s width, depth and expansion rate. The experiments are conducted on a 
streamlined dataset comprising 5B tokens. The accuracy is averaged among ARC Easy, HellaSwag and C3. 
Spearman coefficient is used to measure the correlation between performance and model’s configure.



Parameter Initialization

Comparison between different parameter inheritance strategies. “Base” denotes training
without inheritance.

Training loss with different pruning strategies. “Base” denotes 
training from scratch without inheritance. Inheriting the model 
parameters with pruning yields a lower loss.



Model Optimization

Accuracies of PanGu-π-1B and PanGu-π-1B Pro 
on HellaSwag during training.

Using                                         , where the default 
batchsize bs0 and learning rate lr0 are set to 1M and 1 ×
10−4, respectively. r denotes the increment rate, which is 
usually set as 0.5 or 1.0 (Krizhevsky, 2014; Goyal et al., 
2017).

Loss value varies w.r.t. data on different 
iterations using a pretrained PanGu-π-
1B model. The loss is averaged among 
batches in each part.



Performance

Comparison with SOTA open-source tiny language models. The best model is listed in bold and 
second-best is listed in underlined.
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