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Motivation



Why Biological Foundation Models?

A generative model over sequences can learn conservation and evolutionary pressure.

These models can improve
downstream tasks such as
variant effect prediction, protein
folding, etc.



Existing Applications of Foundation Models in Biology



Why DNA Foundation Models?

● Extend to non-coding and regulatory regions of the genome
● Solve tasks that protein models cannot solve, e.g., gene annotation



Challenges



��  ��
Bi

directionality

Reverse 
complement 

strands

Long-range 
interactions



Distal interactions

● Unlike proteomics, 
genomics requires 
modeling distal interactions 
(up to 1M base pairs)

��



Causal models insufficient to model DNA



✅ Models that respect this symmetry have been found to yield 
improved performance (Zhou et. al, 2021; Mallet et. al, 2021)

Reverse complement (RC) DNA strands contain           aa  
equivalent information

��  



��  

Equivariance: Models commute with RC operation



RC input 
corresponds 
to RC output

��  

Equivariance: Models commute with RC operation



Caduceus



Caduceus highlights

✅ Memory-efficient, bi-directional 
extension of Mamba

✅ RC-equivariant language modeling

✅ Improved performance over much larger 
Transformers-based  and 
comparably-sized SSM-based models



        Long Range          Bi-dir.          RC Equivariant

DNA BERT ❌ ✅ ❌
Nucleotide 
Transformer ❌ ✅ ❌

GPN ❌ ✅ ❌
HyenaDNA ✅ ❌ ❌
Mamba ✅ ❌ ❌
Caduceus ✅ ✅ ✅

🔭 🧬  



Building towards Caduceus

🧬  🔭



Building towards Caduceus: Long-range

🔭
Leveraging the original Mamba 
module takes advantage of the 
improved long-range sequence 
modeling of this architecture



Two dominant approaches to sequence modeling

Transformers Recurrent Neural 
Networks

��



❌ Fixed context size

❌ O(n2) scaling in sequence length

✅ Interactions between all elements

✅ Efficient training

Transformers

��



Recurrent Neural 
Networks

❌ Fixed-dimensional hidden 
representations

❌ Vanishing / exploding gradients

❌ Slow to train

✅ ‘Infinite’ context width

✅ Linear scaling at inference

��



Mamba (and friends)

New hardware-aware architectures 
targeting large language models

🐍Mamba (Gu and Dao 2023)
S5 (Smith et al. 2022)
Based (Arora et al. 2024)
Griffin (De et al. 2024)
GLA (Yang et al. 2023)
RetNet (Sun et al. 2023)

Don’t call it a 
comeback

��

https://paperpile.com/c/P5Rl85/92Ie+cZ8R+KB2s+MLR6+gd7k+9AUI
https://paperpile.com/c/P5Rl85/92Ie+cZ8R+KB2s+MLR6+gd7k+9AUI
https://paperpile.com/c/P5Rl85/92Ie+cZ8R+KB2s+MLR6+gd7k+9AUI
https://paperpile.com/c/P5Rl85/92Ie+cZ8R+KB2s+MLR6+gd7k+9AUI
https://paperpile.com/c/P5Rl85/92Ie+cZ8R+KB2s+MLR6+gd7k+9AUI
https://paperpile.com/c/P5Rl85/92Ie+cZ8R+KB2s+MLR6+gd7k+9AUI


Mamba (Gu and Dao 2023)

Why is this important now? 

🐍��



Building towards Caduceus: Bi-directional

Sharing weights for forward 
and backward projections 
enables memory-efficient 
bi-directional sequence 
modeling



“Strategic” Weight-tieing

Majority of the 
parameters in a 
Mamba block 
come from linear 
projections



“Strategic” Weight-tieing



Building towards Caduceus: RC equivariant

Using parameter-sharing 
and running modules on 
sequences and their RC 
versions enables 
RC-equivariance

🧬  



Putting it all together



Experiments



Improvements in pre-training loss



Competitive on standard benchmarks even against much 
larger models



Improved eQTL causal SNP prediction with Caduceus



Improved eQTL causal SNP prediction with Caduceus

Outperforms 
transformer-based 

model that is orders 
of magnitude larger 

and strong Enformer 
baseline



Conclusion

✅ Introduced bi-directional and RC 
equivariant extensions of Mamba

✅ Proposed Caduceus, a novel DNA 
foundation model

✅ Improved performance over much larger 
Transformers-based and 
comparably-sized SSM-based models
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https://arxiv.org/abs/2403.03234 

https://github.com/kuleshov-group/caduceus 
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