
EVEREST: Efficient Masked Video Autoencoder
By Removing Redundant Spatiotemporal Tokens

Motivation
q Comparison of Masked Video Autoencoders q Efficiency of EVEREST against VideoMAE
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q EVEREST-Finetuning with other MVAs on K400 

q Performance comparison on K400

Methodology Experiments

ü Recently proposed Masked Video Autoencoders 
reconstruct randomly masked spatiotemporal 
regions in video clips. 

ü However, tokens (a pair of two temporally 
successive patches in the same space) in videos 
are not equally valuable to reconstruct.

ü Moreover, learning representations from videos 
is infeasible without a huge computing budget. 

ü We propose Redundancy-robust token 
selection, an efficient VRL method that promptly 
selects the most informative tokens based on 
the states’ change and discards redundant 
ones in an online manner, avoiding wasteful 
training on uninformative regions of videos. 

ü We further propose information-intensive 
frame selection, a strategy to select 
informative video frames from incoming videos, 
which allows the model to efficiently learn 
robust and diverse temporal representations
in real-world uncurated videos. 
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q Redundancy-robust(ReRo) Masking Generation

q On-the-fly Information-intensive Frame Selection

Conclusion
ü From the insight that not all video tokens are 

equally informative, we propose a simple yet 
efficient parameter-free token and frame 
selection method for video pre-training.

ü We empirically demonstrate that our method is 
significantly more efficient in computations, 
memory, and training time than strong baselines.

Our ReRo mask generator selects tokens with a large disparity with the paired ones in the
previous time dimension, indicating that they include rich motion features. Then, the model
focuses on learning representation by reconstructing only sparsified videos containing
abundant spatiotemporal information, which makes the VRL surprisingly efficient.

We adaptively select frames based on the ReRo token frequency,
which indicates significance compared to the other frames. Our
frame selection method is crucial to better capture causality in
the arrival video, as the model can observe longer video fragments
while avoiding redundant frames.
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