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VideoPrism: Overview

SOTA results on both appearance and motion understanding with a single, frozen backbone.

Models Kinetics-400 Something- AVA

(frozen backbone, (appearance) Something v2 (spatiotemporal)
all models at Base scale) (motion)

CoCa 731 41.5 23.3
InternVideo 69.3 58.2 13.4
UMT 771 47.7 20.7

VideoPrism YW (+7.) XX (+5.4) Ko (+9.5)




VideoPrism: Overview
SOTA results on both appearance and motion understanding with a single, frozen backbone.

Generalizes well to unseen domain, outperforming domain expert models in Al4Science.
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VideoPrism: Overview

MSRVTT [ZSV2T]
AVA [STAL]
MSRVTT [ZSCap]
AVA-K [STAL]

SOTA results on both appearance and motion MSRVTT [ZST2V]

ActivityNet [ZST2V]

H H H ActivityNet [ZSV2T]
understanding with a single, frozen backbone. ATER 1 ZeT
YouCook?2 [ZSCap]

MSRVTT-QA [ZSQA]

Charades [ZSC]

ChimpACT [STAL]

Generalizes well to unseen domain, outperforming MSVD-0A [Z50A] 53
° . . o 52
domain expert models in Al4Science. ] B
K400 [ZSC] +4.4

K400 [VC]
NEXT-QA [ZSQA]

+4.4 TAL Temporal Action Localization

. . . . SSv2-E [ZSC] STAL Spatiotemporal Action Localization
VideoPrism outperforms prior-art foundation K600 [Z5C] i
. . VATEX [ZSVZT] +3.5 ZsT2V Zero-Shot Text-to-Video Retrieval
models on 31 out of 33 video understanding SSV2-T [ZSC] +3.4 , ‘
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How is VideoPrism trained?

Large scale training data: 619M video-text pairs:
(36M with high-quality captions + 583M with noisy parallel text).
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How is VideoPrism trained?

Large scale training data: 619M video-text pairs:
(36M with high-quality captions + 583M with noisy parallel text).

Duration (seconds) Caption length (number of words) CLIP similarity score

63.1%
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How is VideoPrism trained?

Two stage training:
Stage 2: Masked Video Modeling

Stage 1: Video-Text Contrastive
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How is VideoPrism trained?

Two stage training:

Stage 1: Video-Text Contrastive
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How does VideoPrism perform?

VideoGLUE benchmark results with frozen backbone

B CLIP BmVATT InternVideo ® UMT B VideoPrism

90 +/.1

70 154 +11.8
+6.8
7.1 +0.8
+9.5 +5.9
0 II I I

K400 SSv2 Diving48 Charades ActivityNet AVA-K



How does VideoPrism perform?

Zero-Shot Video-Text Retrieval Zero-Shot Text-Video Retrieval
VideoCoCa B InternVideo B UMT ™ VideoPrism VideoCoCa ® InternVideo ® UMT @ VideoPrism
90 70 +9.3
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80
60 +8.8 +9.9
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How does VideoPrism perform?

Zero-Shot Video Captioning and QA

VideoCoCa M Flamingo M VideoPrism
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How does VideoPrism perform?

CV for Science (frozen backbone)

Domain-specific models M InternVideo B UMT M VideoPrism
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See more at our poster session:

Location: Hall C 4-9 #205
Time: Thu 25 Jul 11:30 a.m. CEST — 1 p.m. CEST



