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Ecological rationality

Cognitive 
Processing

Task 
Environments

Simon et al. 1953, 1990.; Goldstein and Gigerenzer, 20022



how do we define ecologically valid tasks?



Large Language Models (LLMs)
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Large Language Models (LLMs)



“LLMs [..] are powerful new cultural technologies, analogous to 

earlier technologies like writing, print, libraries, internet search and 

even language itself.” 

Yiu,...,Gopnik, 2023



LLMs internalize everyday distributions similar to humans

Griffiths et al. 2023 Griffiths and Tenenbaum 20066



Can LLMs be used to generate ecologically 
valid tasks?





Choose A or B?



Choice: A



Correct Choice!



A



Choose A or B?



Choice: A



Wrong Choice!



Shepherd et al. 1961; Sandborn et al. 2010; Nosofsky 1984; Levering 2019; Nosofsky 1988;

A B

Canonical task in psychology (Shepard et al. 1961)

Effects replicated successfully (Nosofsky et al. 1986, 
Medin et al. 1978, Badham et al. 2017, Devraj et al. 
2022)

Many models of human categorisation exist (Smith 
et al. 1998, Anderson et al. 1991, Sandborn et al. 
2010, Griffiths et al. 2017)
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Category learning



How can we generate category learning 
tasks using LLMs?



Step 1: Synthesize feature names and category labels 

Step 2: Generate data for category learning tasks
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Two step approach



Achieved varying degrees of success with  

- LLaMA 

- GPT-3.5 

- GPT-4 

Results reported for Claude-2

- process up to 100k tokens

- instruction tuned

- good performance on preliminary tests

- temperature set to 1.

Quick side note on LLMs considered



Step 1: Synthesize feature names and category labels 

Step 2: Generate data for category learning tasks
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Two step approach



Prompt 
I am a psychologist who wants to run a category learning 
experiment. In a category learning experiment, there are many 
different {three}-dimensional stimuli, each of which belongs to 
one of two possible real-world categories. 

Please generate names for {three} stimulus feature dimensions 
and {two} corresponding categories for {250} different category 
learning experiments:  
- feature dimension 1, feature dimension 2, ..., feature dimension 
{3}, category label 1, category label 2



Feature 1 Feature 2 Feature 3 Category 1 Category 2

sodium fat protein healthy unhealthy

price comfort mileage economy car luxury car

rhythm melody harmony jazz classical
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Step 1: Synthesize feature names and category labels 

Step 2: Generate data for category learning tasks
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Two step approach



Prompt
I am a psychologist who wants to run a category learning 
experiment. For a category learning experiment, I need a list of 
stimuli and their category labels. Each stimulus is characterized 
by {three} distinct features: {sodium}, {fat}, and {protein}. These 
features can take only numerical values. The category label can 
take the values {healthy} or {unhealthy} and should be predictable 
from the feature values of the stimulus. 

 Please generate a list of {400} stimuli with their feature values 
and their corresponding category labels using the following 
template for each row: 
-  feature value 1, feature value 2,..., feature value {3}, category 
label 



An example task
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Sodium Fat Protein Category

250 15 20 healthy

220 17 22 unhealthy

320 26 31 unhealthy

145 11 20 healthy
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Is there an emerging theme in the LLM generated tasks?





Do these tasks capture real-world statistics?



Ecological-validity of LLM-generated tasks
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Comparison:

- OpenML-CC18 classification benchmark (Bischl et al. 2019)

- Bayesian logistic regression prior (Binz et al. 2022, Speekenbrink et al. 2008, 2010)

- Bayesian neural network prior (Müller et al. 2022, Levering et al. 2020)

Statistics:

1. Classification performance

2. Normalized input features

3. Pair-wise input feature correlations

4. Sparsity 

5. Linearity 



Learning curves of LLMs match real-world data

Jagadish et al. 202430



Distribution of normalized input features match real-world data

Jagadish et al. 202431



Distribution of input feature correlations match real-world data
 

Jagadish et al. 202432



Jagadish et al. 2024

Distribution of sparsity match real-world data
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Proportion of linear tasks match real-world data
 

Jagadish et al. 202434



Interim summary

1. Two step approach to generate category learning tasks from LLMs

2. Statistics of tasks generated by LLMs match real-world classification tasks 
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Interim summary

Cognitive 
Processing

Task 
Environments

Simon et al. 1953, 1990.



Derving an ecologically rational model



Jagadish et al. 202438



Jagadish et al. 202439



How much of human behavior does ERMI 
explain?



We looked at three different effects in human category learning:

1. Learning difficulties

2. Learning strategy

3. Generalisation
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Can ERMI explain human learning 
difficulties?



Task difficulty increases from Type I to Type VI

Sherpard et al. 1961; Nosofsky et al. 198843



ERMI shows human-like learning difficulties

Sherpard et al. 1961; Nosofsky et al. 1988;; Jagadish et al. 202444



ERMI shows human-like learning difficulties

Sherpard et al. 1961; Nosofsky et al. 1988; Jagadish et al. 202445



ERMI explains human data from Badham et al. 2017 better than cognitive models

46 Badham et al. 2017; Jagadish et al. 2024

1. MI: Meta-learned Inference on Bayesian logistic regression prior (Binz et al. 2022, 

Speekenbrink et al. 2008, 2010)

2. PFN: Meta-learned inference on Bayesian neural network prior (Müller et al. 2022, 

Levering et al. 2020)

3. RMC: Rational model of categorisation (Anderson et al. 1991)

4. GCM: Generalized context model (Nosofsky, 1986)

5. PM: Prototype Model (Homa and Cultice, 1984)

6. Rule: Rule-based model (Ashby and Townsend, 1986)

7. Rulex: Rule plus exception model (Nosofsky, 1994)



ERMI explains human data from Badham et al. 2017 better than cognitive models

47 Rigoux et al. 2014; Badham et al. 2017; Jagadish et al. 2024



Does ERMI shift to exemplar-based learning 
strategy?



ERMI also becomes more exemplar-based with learning

Smith et al. 1998; Jagadish et al. 202449



ERMI also becomes more exemplar-based with learning
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ERMI explains human data from Devraj et al. 2022 better than cognitive models

Devraj et al. 2022; Jagadish et al. 202451



Does ERMI generalize to unseen stimuli like 
humans?



Johannsen et al. 2002
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Johannsen et al. 2002
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What if we directly let an LLM perform a 
category learning task?
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ERMI is better fit to humans both qualitatively and quantitatively in Shepard et al. 1961 
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ERMI also offers a better fit to humans than LLM in term of BIC

ERMI is better fit to humans both qualitatively and quantitatively in Shepard et al. 1961 
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ERMI is better fit to humans both qualitatively and quantitatively to Smith and Minda, 1998 
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ERMI also offers a better fit to humans than LLM in term of BIC



Does ERMI perform well on ML tabular 
classification tasks? 



Tabular classification benchmark based on OpenML-CC18:

- 23 binary classification tasks (less than 100 features)

- 30 training points and 70 testing points (Müller et al. 2022)

- reduced the input dimensionality to 4 (based on highest ANOVA F-value to 

the target)

ERMI achieves state-of-the-art performance on machine learning benchmarks
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Summary

- Large language models can generate ecologically valid data

- A class of models called ecologically rational meta-learned inference (ERMI)

- ERMI displays human-like category learning in three experiments

- human-like learning difficulties

- human-like learning strategies

- human-like generalization

- ERMI achieves state-of-the-art performance on ML Benchmarks

Surprising how far we can go just by meta-learning on the right data!

61



Thank you :) 

Collaborators and colleagues from the CPI Lab



Scraping real-world classification tasks

OpenML Curated Classification Benchmark (CC-18)

- real referenced datasets 

- 500 <= #observations <=10000

- #classes >=2, each with at least two observations for each

- not predictable using single feature or simple decision tree

Filtering criteria

- binary classification

- not Nan

- #features < 100

Resulted in a total of 24 datasets Bischl et al. 2019.
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ERMI explains human data from Badham et al. 2017 better than cognitive models

64 Rigoux et al. 2014; Badham et al. 2017; Jagadish et al. 2024



ERMI explains human data from Devraj et al. 2022 better than cognitive models

Devraj et al. 2022; Jagadish et al. 202465






