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DL, LLM, PEFT (I don’t mean they are equally significant)

Before it all happened… DL

LLM PEFT



Big companies:

→ Can build “General AIs”

Technicals:

→ Can build specialized models

Average users:

→ Know if they are satisfied

Now, can we integrate specialized 
models back into general models, 
to save the trouble of selection and 
improve the well-being of users not 
covered by specialized models?



Can we collaboratively 
improve zero-shot 

generalization from 
specialized experts?

Setting

● Contributors use base model 
and perform PEFT to build 
specialized experts

● No significant extra work or 
constraints from contributors 

● Only trained parameters are 
shared, not datasets 

● Improve zero-shot performance 
on unseen tasks



Building Experts

From “Exploring the Benefits of Training Expert Language Models over Instruction Tuning” by Jang et al.



Post-Hoc Routing by Retrieval-of-Experts

From “Exploring the Benefits of Training Expert Language Models over Instruction Tuning” by Jang et al.



● Large gap to Oracle where the 
best expert is chosen per dataset 

● Relies on a single best available 
expert  and cannot compose 
knowledge from multiple experts 
when helpful



Post-Hoc Adaptive 
Tokenwise Gating 
Over an Ocean of 
Specialized Experts 

166 experts

432 sequential layers



PHATGOOSE

Training gates Combining gates to make an MoE at a given layer



PHATGOOSE
Training gates

Sigmoid scaling



PHATGOOSE
Combining gates

Linear layer

input



Training-free ways to obtain gates

Average Activation

● Given a dataset and PEFT module trained using that dataset, the average 
over all input activations of the module 

Arrow

● LoRA modules is a matrix, top-1 right singular vector of the matrix can act 
as compact representation of that module



Results and 
Analysis

Train: 36 experts from T0 Held-in 
datasets 

Evaluate: 1) T0 Held-out tasks 2) 
BIG-Bench tasks

Train: 166 experts from FLAN 

Evaluate: BIG-Bench tasks



Results
● PHATGOOSE surpasses past 

methods and gets close to 
Oracle 

● Adaptive approaches outperform 
Retrieval method

● Promise for decentralized 
training of experts 

Adaptive 
routing



Routing in PHATGOOSE 
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Ablation

On T5 large, Joint training of gates and LoRA experts results in poor 
performance compared to training the gates post-hoc



Scaling from 36 T0 experts to 166 FLAN experts

Positive scaling 👌

Knowledge 
taks hurt in 
performance



PHATGOOSE shows a 
possibility for a 

generalizable system 
from specialized 

experts

Future 

● Recalibrating the routing as 
PEFT updates are made

● Using an offline dataset or 
expert training datasets to 
finetune the router

● Distill better routing strategies 
to improve next generation of 
GOOSE systems



Thank you for your time!


