o3 ICML

International Conference
On Machine Learning

Stochastic Conditional Diffusion Models
for Robust Semantic Image Synthesis

Juyeon Ko*, Inho Kong*, Dogyun Park, Hyunwoo J. Kim

Department of Computer Science and Engineering, Korea University

™ KOREA fl) MLV

nnnnnnnnnnnnnnnnnnnnnnnn

Korea University ICML 2024 MLV Lab



Semantic Image Synthesis (SIS)
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Semantic Image Synthesis with Spatially-Adaptive Normalization, Park et al., CVPR 2019 (Oral)
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Motivation

Photo editing = ©TTTTTTTTTTT T T :

A

Model
Train gap Inference
Clean labels ===  Noisy labels
from the dataset from users
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Image credit: https://tech.hindustantimes.com/tech/news/this-photoshop-ai-feature-will-change-the-way-you-edit-photos-know-what-is-generative-fill- 716867476 16850.html
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Stochastic Conditional Diffusion Models (SCDM)

Existing Conditional Diffusion Models
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Label Diffusion

= Discrete diffusion for the labels, Q(zt‘zt—l) = Cat(ZtQP — Qtzt—l)
= Noise = [MASK] (absorbing state)

clean
label

identical

They get similar!
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Label Diffusion

[ Yo : Clean semantic map (e.g.,- ), Xo : Generated image} [90: Noisy semantic map (e.g., . ), Xo : Generated image}

(T z -

(2) x; (2) x;
(a) Existing Conditional Diffusion Models (b) Stochastic Conditional Diffusion Models

= The trajectories Y1.7 and y1.7 provided to the model during generation process are similar.

= The generated image is close to the clean image.
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Forward process and Generation process

= Forward process

T
Q(XI:T7YI:T|XOaYO) = HQ(xt)Yt|xt—17Yt—1)a

t=1 Label Diffusion
q(X¢, Yt Xe—1,¥t—-1) = Q(Xt|xt—1)|CI(Yt|Yt—1)-
continuous discrete
= Generation process
discrete * continuous
forward T * reverse

Po(Xo.T; Y1:7[¥0) = P(XT)|Q(Y1:T|YO)| H Po(X¢—1|Xt,¥t),

Label Diffusion t=1

Pe(Xt—1|Xt,Yt) = N(Xt—l;/le(xt,)’t,t)a ZO(XtaYtat))a
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Class-wise Noise Schedule
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(b) Class-wise noise schedule.

Slowly diffuse small/rare classes
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Noisy SIS Benchmark

= We introduce a new benchmark to assess generation performance under noisy conditions, simulating
human errors that can occur during real-world applications.

= Three setups:

[Random]

[ Y [DS]

1. [DS] downsampled semantic maps

2. [Edge] masking the edges of instances

3. [Random] randomly adding unlabeled class to the semantic maps (10%)
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Experiments - Noisy SIS

DS Edge Random
Category | Methods | g ) "Mcty |[F) M) | FQ) M)
SPADE 36.6 41.0 1402 397 | 927 18.5
CC-FPSE (420 404 (38.7 41.7 (1413 16.2
DAGAN 376 413 1422 390 |109.1 164
GAN GroupDNet | 45.9 289 (499 280 | 76.0 21.2
OASIS 345 48.1 376 474 | 542 42.1
CLADE 374 418 (419 40.1 | 71.8 299
INADE 36.1 383 (403 356 | 61.3 30.2
SCGAN 38.1 440 1639 433 | 409 38.6
SAFM* 36.7 50.1 [40.0 449 | 80.6 34.1
SDM 355 438 1394 394 | 1419 11.8
DM LDM 3890 28.1 (395 260 | 363 27.1
Qurs 324 44.7 | 31.2 40.1 | 28.1 45.2
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Analysis — Label Diffusion and Robustness

Clean Edge Random

Label
Metric
Dataset | Method |, b5 1y | SSIM(1) | PSNR(1) | FID(Y)
g |Baseline| 0221 | 0823 | 304 | 242
I Ours | 0.180 | 0.865 @ 313 | 19.0
Baseline Fage |Bascline| 0248 | 0771 | 297 | 327
Ours | 0223 | 0825 | 302 | 200
Random | B2Sline| 0560 | 0427 | 28.1 | 1456
Ours | 0.076 | 0944 | 329 | 10.0
Ours
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Conclusion

* We first address a significant challenge for SIS models in real-world applications:
dealing with noisy input from users.

* We propose a novel conditional diffusion model, SCDM, specifically designed to
enhance robustness on noisy labels.

* We present a new benchmark setting to assess performance under noisy conditions.

 SCDM improves generation quality through its Label Diffusion and class-wise noise
schedule.
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