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References
[1] Alexandra Carpentier, Remi Munos, and András Antos. Adaptive strategy for 
stratified monte carlo sampling. J. Mach. Learn. Res., 16:2231–2271, 2015.
[2] Subhojyoti Mukherjee, Josiah P Hanna, and Robert D Nowak. Revar: 
Strengthening policy evaluation via reduced variance sampling. In Uncertainty in 
Artificial Intelligence, pages 1413–1422. PMLR, 2022a.

Subhojyoti Mukherjee*, Josiah P. Hanna, Robert Nowak                  

1) In real world setting the variances are 
unknown. 
2) SaVeR uses plug-in estimates of the 
variances for oracle policy b* defined by

3) 

4) Use UCB to introduce exploration
5) Keeps safety budget           and 
explores when safety budget is 
sufficiently high

1) The regret of SaVeR matches the regret in the unconstrained MDP setting [1, 2] 
under tractability condition.
2) It depends on the minimum sampling proportion in each state.
3) Regret decreases at the rate of               which is optimal in the bandit setting. 

We use an alternate definition of regret than the standard 
pseudo-regret definition in bandits. The regret of the learning 
algorithm is defined as

We lower the MSE of policy evaluation 
in MDPs with an adaptive behavior 

policy under safety constraints
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1) SaVeR achieves the lowest regret among all baselines
2) SaVeR balances exploration and exploitation by collecting sufficient 
safety budget and exploring new state-action pairs with high variance to 
reduce MSE

Contributions:
1) We show that there exists a class of intractable MDPs where no 
safe algorithm can efficiently collect data and satisfy the safety 
constraints  
2) We define the tractability condition for an MDP such that a safe 
oracle algorithm can efficiently collect data and using that we 
prove the first lower bound for this setting
3) We introduce algorithm SaVeR that approximates a safe oracle 
algorithm and bound the finite-sample mean squared error of the 
algorithm while ensuring it satisfies the safety constraint.

In off-policy RL we evaluate a target policy on a pre-collected 
dataset before deploying it in real-world. This dataset is collected 
using a different behavior policy. Recent works in policy 
evaluation for RL assumes a fixed or adaptive behavior policy 
that generates data to evaluate a particular target policy. In our 
work, we study the optimal choice for such adaptive behavior 
policy under safety constraints and introduce a method that can 
learn the optimal behavior policy during data collection. 


