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Background

CLIP has show impressive zero-shot transfer capabilities.

Transfer the capability of CLIP to multi-label recognition (MLR) faces two challenges:
 

• Collecting sufficient multi-label annotated image data in real-world application is 
challenging and not scalable. 

• CLIP only focuses on matching each image with a single label during its training, 
hence it is not suitable to handle the multi-label cases.



Motivation

• Pretrained vision-language model learned 
an shared multi-modal embedding space 
via contrastive learning. 
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Encoder• Language data is much easier to collect. 
Large Language Model (LLM) can 
generate a large scale multi-label 
language dataset automatically. 



Method Overview
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• Text data generation

• Text only training
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Method

• Inference stage
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Ø Cross-modal mapping
Ø Fine-grained image embeddings



Experiments

• Our method shows good results on both zero-shot and few-shot MLR tasks. 



Thank you!

The full paper can be found here.
Code is available at https://github.com/yic20/CoMC

https://openreview.net/pdf/7a294126e555d2dcde6f721c089d86cd6af0bec4.pdf
https://github.com/yic20/CoMC

