On a Combinatorial Problem in Machine Teaching

The formal model of machine learning Example 1 A matrix sum

(PAC) For a subset of the columns Q of a matrix N let

We have a concept class C of possible hypotheses

C is given by a binary matrix M where the rows are
concepts and the columns is the domain of the
examples. M(c, x) = 1if c is consistent with the
data point (x, 1).

Then in PAC learning the question if how many
data point do we need to estimate the correct
concept when the data points are sampled at
random.

The worst case is related to the VC dimension of M.
Which is the maximum number k of columns such
that when we restrict the matrix to these columns
there are 2¥ (The maximum possible) different rows.

Machine teaching

Now we have a teacher T which given a concept
¢* € C chooses at set of set of examples T(c*) = w
of minimal size so that the teacher can reconstruct

>k

C.

We then try to minimize the teaching dimension
which is max.cc T(c¢).
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X1 X2 X3 Xy
c1/1 0 1 1\

a1 1 0 1
M=c|0 1 0 1
a1 1 1 1
s\0 0 0 0]

T(c1) = {x1, %2}, T(cz) = {x1, %3}, T(c3) =
{x1, 00}, T(cs) = {x1, 20}, T(cs5) = {x4}.
Teaching dimension is 2.

The consistency graph

Let L be the set of labeled examples. For M we
have L = {(x1,0), (x1,1), (x2,0), ..., (x4, 1) }.
Then let W be the power set of L.

The consistency graph is the bipartite graph
with partitions C and W (The power set of
W). c € C hasanedgetowe Wifcis
consistent with all the examples in w.

Example 2

The consistency graph of M the node ¢; will
be connected to the nodes {(x;,1)}, {(x2,0)}
and {(x3,1), (x4, 1)} for example.

¢; will not be connect to the node

{(x1,1), (x2,0), (x3,0)} because c; is not
consistent with the data point (x3,0).
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M(Q) be matrix restricted to the columns in Q and
let dif (N) be the number of unique rows in a
matrix.

mq(N) = X ge i dif (N(Q)).

So my takes all the subsets of size g of columns of
M and counts how many unique rows there are for
each such subset.

This counts the number of W— vertices on g
examples which has at least on neighbor among
the concepts.

Example 3

For the matrix M we have that
my(M) = dif (M({1,2})) + dif (M({1,3})) +

dif (M({1,4})) + dif (M({2,3})) + dif (M({2,4})) +
dif (M({3,4})) =4+3+3+4+3+3=20

Our results

We find the matrix M with the minimal value
of my(M) for all q

This matrix minimizes the number of W—vertices
having a neighbor in the consistency graph.

This matrix is the matrix with binary numbers from
0 to |C|. For example:

(0000\
0001
H=|0010
0011
\0 1 0 0
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