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Introduction

Limitation:
⚫ Dataset Limitation: Current event-based deblurring data

sets are usually collected from cameras with low spatial re

solution (e.g., DAVIS346 with 346×260) or binocular ca

mera systems using beam splitters, which are cumbersom

e and inaccurate due to the artificial spatial alignment and 

time synchronization of CIS and EVS.

⚫ Algorithm Limitation: Existing algorithms always assu

me that the inputs of CIS images and EVS events have the 

same spatial (i.e., resolution) and temporal (i.e., exposure 

duration) scales, which are confined by the scale differenc

es of different shooting equipment and environments in pr

actice, as shown in Fig (b).

Contributions:  
⚫ We build a real event-based motion deblurring dataset, Hi

gh-resolution Hybrid Deblur (H2D), with naturally spatial

ly aligned and temporally synchronized events at various 

scales using a novel hybrid EVS/CIS sensor in Fig (a).

⚫ We first investigate the arbitrary-scale event-based motio

n deburring problem and propose a Scale-Aware Spatio-te

mporal deblurring Network (SASNet) to restore unknown 

highly blurred areas and eliminate global motion blur wit

h varying magnitudes.

Methodology Qualitative Results
Arbitrary-scale Event-based Motion Deblurring:
The input HR blurry image within the shutter period T

The input LR event streams within the exposure duration τ

The output HR sharp image restored from arbitrary spatial an

d temporal scales

Spatial Implicit Representation 

Module （SIRM）

Overview of our SASNet

Framework:

⚫ SASNet implicitly aggregates both spatial and tempo

ral correspondence features of images and events to 

generalize at continuous scales.

⚫ SIRM aggregates spatial correlation at any resolution 

through event encoding sampling to restore highly bl

urred local areas.

⚫ TIRM learns temporal correlation via temporal shift 

operations with long-term aggregation to tackle glob

al motion blur.

Synthetic GoPro Dataset

Real H2D Dataset

Quantitative Results

Quantitative comparison

Comparison of different spatial representation Comparison of different temporal representation 

Comparison of H2D with other event-based deblurring datasets

Quantitative results at different spatial and temporal scales

Temporal Implicit Representation 

Module （TIRM）
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