
Confidential - Google DeepMind

RLAIF vs. RLHF: Scaling 
Reinforcement Learning 
from Human Feedback 
with AI Feedback
Harrison Lee, Samrat Phatale, Hassan Mansoor, 
Thomas Mesnard, Johan Ferret, Kellie Lu, Colton 
Bishop, Ethan Hall, Victor Cărbune, Abhinav 
Rastogi, Sushant Prakash ICML 2024



Confidential - Google DeepMind

Contents

1 Background
2 Methodology
3 Results



Confidential - Google DeepMind

Overview

SFT 
Model

Human
Rater Preferences

Reward
Model

RL-tuned
Model

Sampled 
Responses

Off-the-shelf 
LLM

RL from AI Feedback (RLAIF)

RL from Human Feedback (RLHF)



Confidential - Google DeepMind

Research Questions

RLAIF first introduced in Bai et al. 2022. This work seeks to answer…

● “Can RLAIF replace RLHF?”
● “Can RLAIF be used for self-improvement?”
● “Can we leverage LLMs to directly produce a reward signal during RL?”
● …and more

https://arxiv.org/pdf/2212.08073.pdf
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AI Preference Generation
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Direct RLAIF
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● AI Labeler
○ PaLM 2 Large
○ or PaLM 2 XS for self-improvement

● Policy Model - PaLM 2 XS
● Reward Model - PaLM 2 XS
● Algorithm - REINFORCE with value function

Experimental Details
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RLAIF performs on par with RLHF on summarization, helpfulness, and harmlessness

RLAIF vs. RLHF
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RLAIF improves over SFT even when AI labeler and policy are the same size

Towards Self-Improvement



Confidential - Google DeepMind

Directly prompting the LLM for rewards performs even better

Direct RLAIF (d-RLAIF)

* d-RLAIF was also used on the helpfulness task, where it achieved a 66% win rate over SFT (compared to 63% from canonical RLAIF)
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Thank you.
For more, see 
https://arxiv.org/pdf/2309.00267.pdf 

https://arxiv.org/pdf/2309.00267.pdf
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Appendix
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Example Prompt (summarization)
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Prompting Techniques

Key Findings

● Chain-of-Thought consistently 
improves alignment

● Few-shot prompting doesn’t 
always improve the alignment.

* Note: H1 refers to Helpful dialogue while H2 refers to Harmless dialogue
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Alignment with human preferences improves with AI labeler size

 Size of AI Labeler
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Example of SFT vs. RLHF vs. RLAIF summaries
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We estimate AI preference labeling to be 10x cheaper than human preference labeling

Cost Analysis


