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Hamiltonain Monte Carlo

Problem: how to learn to 
sample with better mixing 
and ESS?

Ai-Sampler

For an R-reversible flow, the density ratio 
between image and preimage is symmetric:
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This induces a constraint on linear layers:

How to parametrize the 
discriminator?

How to parametrize an 
R-reversible map?

Our adversarial objective:

● Markov kernel instead of independent proposal
● Use adversarial loss instead of hand-crafted

○ Derived from detailed-balance condition
● Use time-reversible dynamics as deterministic map

The Markov kernel:

For such discriminator 

Equivariance with respect to:

Some results:


