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Motivation

Distinguish AI-generated text from human

Robustness propertyGPTWatermark

§ Watermarking text generation

§ Watermarking text detection

§ GPTWatermark robustness to editing§ Potential harms of LLM
§ Generate fake news
§ Contaminate web content
§ Assist in academic dishonesty

§ If most text in daily life is AI generated?

Detect AI-generated text

§ ZeroGPT/GPTZero/DetectGPT
§ Not robust to distribution changes
§ Prone to biases
§ Vulnerable to adversarial attacks

Watermarking digital text

PROVE VS PREDICT

Watermarking AI Classifier

Theoretical framework

§ 𝜔-Quality of watermarked output

§ 𝜶-Type I error (“No false positives”):

§ 𝜷-Type II error (“No false negatives”):

§ Security property

The adversary needs to make enough edits to evade detection.

§ KGW+23 watermark robustness to editing

Twice the robustness!

Experiment results
§ 𝒛-score and text perplexity

§ Robustness against paraphrasing attack

§ Distinguishing human-written text


