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Introduction: Task-based Model Learning

• Prediction models are used for downstream tasks. 

• They are trained for maximum likelihood of data. 

• In an ideal world, this will work. But we suffer from 
• Approximation error with modelling
• Limited data

• Task-based Model Learning – Take into account the task information when training the prediction 
model.  

TaskMet2

No Free Lunch Theorem - No single algorithm will solve all your machine learning problems 
            better than every other algorithm.

NFL in our context - No single prediction model can be used for all downstream tasks. 



Dishank Bansal TaskMet: Task-driven metric learning for end-to-end model learning 

Task-based Model Learning

TaskMet3
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Background

• Prediction model trained for Maximum Liklihood Estimation 

• Task-based prediction models generally trained as multi-objective problem as follows

• Problems with training as multi-objective problem

• Overfitting to the particular task at hand, rendering the model unable to generalize to other tasks

• Parameter 𝛼 has to be tuned for every different task. 

• Task-relevant features being learned in not interpretable 

4 TaskMet
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TaskMet – Task-Driven Metric Learning for Model 
Learning

TaskMet5
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TaskMet

• Using metricized mahalanobis loss for training prediction model 

• Metric Λ!(𝑥), which a PSD matrix of dim 𝑛, can capture following properties of data:

• Relative importance of dimensions: the metric allows for down- or up-weighting different 

dimensions of the prediction space.

• Correlation in the prediction space: Off diagonal elements of the matrix can capture 

correlation in features.  

• Relative importance of samples: heteroscedastic metrics Λ(x) enable different samples to be 

weighted differently inthe final expected cost over the dataset
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TaskMet

• End-to-end metric learning for model learning

• Have to calculate ∇!ℒ(𝜃⋆(𝜙)) for being able to learn 𝜙 using gradient descent. 
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𝜙⋆ 	≔ argmin	ℒ./01 𝜃⋆(𝜙)
s.t.	 𝜃⋆ 𝜙 = 	argmin	ℒ#$%&(𝜃, 𝜙)
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Resource Prediction -> Model, Resource Allocation -> Task. 

Experiments
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Decision Oriented Model Learning
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Shah, S., Wang, K., Wilder, B., Perrault, A., & Tambe, M. (2022). Decision-
Focused Learning without Differentiable Optimization: Learning Locally 
Optimized Decision Losses.

• GT – Cubic dataset,       
Prediction Model – Linear 

• Multiple resource utility 𝑦! 
predictions. 

"𝑦 = [𝑦", … , 𝑦!]
• Task – choose resource with 

maximum utility, i.e 

• Since there is severe modelling 
error, model has to choose 
where to make errors. High 
Utility points are more 
important for the task, hence 
important to model them 
correctly

Ground Truth

MSE puts equal weight on all 
points in total loss TaskMet prioritize accurate 

prediction of high utility points. 
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Experiments
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Model Task Task Loss
• Experiment on cartpole environment.  4 dimensional State space

• Added noisy/redundant dimensions to the state of the agent.

• We use diagonal Matrix as metric here. Metric helps with finding the dimension in the state space that are relevant 
for the task.
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Experiments

TaskMet10

Model Based Reinforcement Learning - Continued

TaskMet

OMD

MLE

Limited model Capacity - Dynamics model is underparameterized, i.e have very limited capacity



Summary
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• Prediction models needs to be tailored to downstream task they will be used for. 

• Train the model using Mahalanobis loss parameterized by metric Λ!(𝑥)

• Learn the metric Λ! 𝑥  using gradients from ℒ#$%&. 

• Will need to use implicit function theorem to calculate these gradients.

• Learned metric can provide information about important samples and dimensions. 
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