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Min-Max Optimization
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Goal: find a Nash equilibrium



Min-Max Optimization

Min-max optimization is generally harder than minimization!

● Gradient descent - ascent (GDA) can diverge for convex - concave 
problems (Gidel et al., 2019).

● Presents oscillations.

6
G. Gidel, H. Berard, G. Vignoud, P. Vincent, and S. Lacoste-Julien. A Variational Inequality 
Perspective on Generative Adversarial Networks. In ICLR, 2019.



Min-Max Optimization

Min-max optimization is generally harder than minimization!

● Gradient descent - ascent (GDA) can diverge for convex - concave 
problems (Gidel et al., 2019).

● Presents oscillations.

7
G. Gidel, H. Berard, G. Vignoud, P. Vincent, and S. Lacoste-Julien. A Variational Inequality 
Perspective on Generative Adversarial Networks. In ICLR, 2019.



Min-Max Optimization

Min-max optimization is generally harder than minimization!

● Gradient descent - ascent (GDA) can diverge for convex - concave 
problems (Gidel et al., 2019).

● Presents oscillations.

● GDA and Extragradient are very sensitive to noise (Chavdarova et 
al., 2019).
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Solving Stochastic Min-Max Problems
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Same-sample Extragradient
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Same-sample Extragradient

Independent samples Optimistic Gradient

Store                        for next update.



What About a Same-Sample Optimistic Gradient?
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What About a Same-Sample Optimistic Gradient?
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● Can not re-use                 in the next iteration, it will require

● “Same-Sample” Optimism requires two gradients per update, just 
like Extragradient!



Omega

Where        is an EMA of previously observed gradients:
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Intuitively, Omega should reduce the variance of the correction term, 
yielding a method that is robust to batch variances. 



Stochastic Quadratic Games

● Has a unique Nash equilibrium.
● Strongly convex - strongly concave for positive-definite A and C.
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Bilinear
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Bilinear
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Quadratic
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Future Work

Omega shows promising results when applied to linear players. 

● Policy Evaluation in RL (under a linear value function).

● Lagrangian-based constrained optimization.

18

Analyze the convergence properties of Omega.
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