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Introduction

”Legalese”

▶ This domain-specific terminology is characterized by lengthy, wordy,
and complex sentence structure

Plain English

▶ Clear, straightforward, and concise language that avoids inflated
vocabulary and complex sentence structure

Case Holding

▶ Final decision the court reached on a case
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Introduction

▶ We are interested in comparing text classification models exploring
whether the classification of a case statement to its holding is affected
by:
▶ Data Processing
▶ Model Stacking

▶ Through exploring this, we want to see if the change in the data affects
information fidelity
▶ To assess information fidelity, we ask:

▶ ”Does model stacking affect classification performance?”
▶ ”Does performance change with pretraining?”
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Data

▶ BillSum

▶ Benchmark dataset for legal document summarization
▶ Contains 22,218 reference summaries from both US Congressional and

California State bills

▶ ”Legalese” Glossary

▶ We compiled a legal glossary of terms and definitions from the United
States Courts’ Glossary of Legal Terms

▶ Only one definition per observation
▶ Latin terms were translated
▶ If a term had two or more definitions, all were included

▶ CaseHOLD

▶ Benchmark dataset with over 53,000 multiple-choice questions

▶ Each observation consists of a cited case and five case holding options
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Methodology

▶ Abstractive Summarization

▶ Used Google’s FLAN-T5 Base Model

▶ This model was trained for summarization and fined-tuned for legal data
using the BillSum Corpus

▶ “Legalese” Definition Mapping

▶ The mapping returns a modified observation, where each term matching
a term in the “legalese” glossary is replaced with its definition

▶ Case-Holding Classification

▶ We did our baseline classification with our testing dataset on three base
models: BERT, LegalBERT, and GPT2

▶ Testing dataset is 5,000 observations from the CaseHOLD Dataset

▶ We classified two versions of each model: Base and ”Gen1”

▶ The ”Gen1” model is our model after pretraining with 60,000
observations
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Process Framework

▶ A total of 30 trials were run
▶ 3 models ∗ 2 generations ∗ 5 inputs

▶ Each trial went through a 5-fold-cross validation
▶ Tokenizers

▶ GPT2 uses Byte-Pair Encoding (BPE)
▶ BERT-based models use WordPiece
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Metrics

D-Index
▶ The diagnostic index is a novel machine-learning evaluation method

that detects small performance differences between models and
provides a comprehensive evaluation by taking into account data
imbalance

▶ Scoring range: 1.1699 → 2

▶ Three metrics were chosen for the evaluation:
▶ Accuracy
▶ F1-Score
▶ D-Index
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Results
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Results
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Conclusions

▶ Classification on the original dataset outperforms all other inputs

▶ The Gen1 model results show that pretraining results in a performance
boost on all inputs

▶ However, model pretraining is expensive both environmentally and
financially for the legal domain

▶ The ”legalese” definition mapping is limited by the amount of data
available and the lack of benchmark datasets to do so

▶ There is very limited legal summarization data available

▶ Creating summaries is costly and time-consuming, restricting the
capabilities of summarization model fine-tuning

▶ Order of data processing methods affects the performance
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