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Motivation & Overview

The 1-path-norm provides width-independent generalization bounds for ReLU
networks (Neyshabur et al. 2015). The path-norm expression is nonconvex and
nonsmooth, making it hard to handle in an optimization framework.

Our contributions.
• Connection between 1-path-norm and the Lipschitz constant of networks with
arbitrary depth/width.

• Approximate Proximal Gradient for 1-path-norm regularization that requires
only forward/backward passes through a modified network (Algorithm 4).

• Experiments show 1-path-norm regularization improves classification error
and robustness of Fully connected architectures, vs L2 (weight decay) or no
regularization. Proximal Gradient methods perform better than automatic differ-
entiation (AD) in the robustness task.

Definition (1-path-norm)

For an L-layer neural network fW (x) := WLσ(WL−1σ(· · ·σ(W 1x) · · · )) with acti-
vation function σ : R → R, its 1-path-norm can be defined as:

P1(W ) := 1
T
∣∣WL

∣∣∣∣WL−1
∣∣ · · · ∣∣W 1

∣∣1 (1)
•
∣∣W ℓ

∣∣ is the matrix obtained by application of the absolute value.
• 1 denotes an all-ones column vector.

Theorem

Let fW : Rd0 → R, fW (x) := WLσ(WL−1σ(· · ·σ(W 1x) · · · )) be a network such that
0 ≤ σ′(x) ≤ 1 or σ(x) = ReLU(x)

Choose the ℓ∞-norm for the input space and | · | for the output space. The
Lipschitz constant of the network, denoted by LW is bounded as follows:

LW ≤ P1(W ) ≤
L∏
ℓ=1

∥W ℓ∥∞. (2)

The right-hand-side of Equation (2) is usually referred to as the trivial bound
based on the product of the norms of each weight matrix.

Regularized Objective and Proximal Mapping

Let (xi, yi) ∈ Rd0 × RdL, be n labeled training samples:

min
W

1

n

n∑
i=1

L (fW (xi), yi) + λP1(W ) (3)

This is a composite non-convex and non-smooth objective.

The Proximal Mapping is defined as:

proxλP1(W ) ∈ argmin
Z

1

2
∥Z −W∥2F + λP1(Z). (4)

Lemma

Let P be a function satisfying P (W ) = P (|W |). Its proximal mapping satisfies
proxP (W ) = sign(W )⊙ prox+P (|W |)

prox+P (X) := argmin
Z∈Rd

+

1

2
∥X − Z∥2F + P (Z). (5)

Experiments

Figure: Proximal operator objective vs iteration. Randomly initialized networks.

Figure: Validation accuracy vs. epoch, for different training algorithms. Averaged over 5
independent runs.

Figure: Absolute difference in test accuracy with regards to the unregularized model vs image
noise level, for different training algorithms. Averaged over 5 independent runs.
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