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e Video sequences of moving MNIST digits bouncing
off walls and passing through one another

e constant velocities (2nd-order, linear) + overlap
(nonlinear) + occlusions (nonlinear)



https://arxiv.org/abs/1605.05799

