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Today’s AI is HUGE(R)
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Fig. 1. Literature development of sparsity over the years.

Sparse Neural Networks (SNNs) have received voluminous attention predominantly due to 
growing computational and memory in large-scale models….
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Question: as our models are getting huge(r) …

Does there exist a principled and 
cheaper approach for fastly drawing 
high-quality lottery tickets in large 
pretrained models within a limited 
computational budget, while 
preserving its performance and 
transferability?









Q&A
Reachmeat: ajayjaiswal@utexas.edu

mailto:atlaswang@utexas.edu

