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Facial expression recognition (FER) in video
Problem statement 2

Given the input facial video X = {X(t), t = 1, 2, ..., T } with T frames, it is necessary to associate it with one of C > 1 
emotional classes. The classes are specified by the training set of N > 1 facial videos Xn = {Xn (t),t = 1,2,...,Tn},n = 1,2,...,N 
with known class label yn ∈ {1, 2, ..., C } 

Conventional approach
1. Detect/track faces and extract facial features (embeddings) x(t) in each frame using pre-trained DNN
2. Pool embeddings into a single video descriptor x (MaxPool/AvgPool, LSTM, attention, ...)
3. Feed x into a classifier C(l) (MLP, random forest, SVM,...). 

Disadvantage: low speed due to T inferences in a DNN (plus slow face detection) 

Solution: efficient video classification techniques from action 
recognition: AdaFrame, LiteEval, AR-Net, SCSampler, FrameExit,... 

Efficient video recognition by early exiting (LiteEval)

Their disadvantages for FER: 
• rapid evoluXon of emoXons (relaXvely short videos); 
• presence of face detecXon/tracking step limits the widely-used RL-

techniques with iniXal processing of all frames via lightweight models; 
• small training sets with dirty and ambiguous labeling that limits the 

potenXal of deep models and forces the usage of lightweight models



Adaptive frame rate
Proposed approach (1) 3

• Video processing is inspired by sequential statistical analysis of A. Wald with 
at most L = ⌈logk T ⌉ steps. 

• Deterministic frame sampling policy: the frame rate factor FR(l) = kL−l is used 
at the l-th stage (l = 1,2,...,L). The sequence of frames at the l-th stage is a 
subset of frames from the (l + 1)-th stage. 

• If we assume that every step has the same exit probability of 1/L, the 
average complexity:

• The reliability at the l-th level is verified by using the scores at the output 
of video classifier:
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Multiple testing correction
Proposed approach (2) 4

How to choose thresholds?
• Train classifier on part of training set, predict confidence 

scores on the remaining M training examples and fix the 
false acceptance rate (FAR) $l.

• Threshold is chosen as the $l –quantile of the maximal 
scores of other classes 

How to choose FAR for every l-th step given the confidence 
level $ of the whole procedure?
• It is a multiple testing problem of sequential analysis. We 

use the Benjamini-Hochberg correction:



1) AffWild: Affective Behavior Analysis in-
the-wild (ABAW) challenge

Datasets 5

Audio-video emotion recognition: assign the whole video with T
frames to emotional category c ∊[1, 2,…, CEXPR], CEXPR =7 классов 
(Anger, Disgust, Fear, Happiness, Sad, Surprise, and Neutral) 
• Official training set provided by organizers: 773 clips (1-5 seconds) 
• Official validation sets: 383 videos. 
• https://sites.google.com/view/emotiw2019/challenge-details

2) AFEW (Acted Facial Expression In The 
Wild): EmoFW 2013-2019 challenges

Frame-level video-based FER: assign each frame X(t), =1,2,…,T to 
emotional category c ∊[1, 2,…, CEXPR], CEXPR =8 классов (anger, disgust, 
fear, happiness, sadness, surprise, neutral, other) 
• Official training set: 585,317 frames
• Official validation set: 280,532 frames
• https://ibug.doc.ic.ac.uk/resources/cvpr-2023-5th-abaw/

https://sites.google.com/view/emotiw2019/challenge-details
https://ibug.doc.ic.ac.uk/resources/cvpr-2023-5th-abaw/


EmotiEffNets from HSEmotion library
Emotional feature extraction 6

• Savchenko IEEE SISY 2021;
• Savchenko et al., IEEE Trans. on 

Affective Computing 2022; 
• Savchenko CVPRW 2022, 2023; 
• Savchenko ECCVW 2022

https://paperswithcode.com/sota/facial-expression-recognition-on-affectnet

• EfficientNet-B0 from repository
https://github.com/HSE-asavchenko/face-emotion-recognition/
• Python packages hsemotion, hsemotion-onnx:
https://github.com/HSE-asavchenko/hsemotion
pip install hsemotion

https://paperswithcode.com/sota/facial-expression-recognition-on-affectnet
https://github.com/HSE-asavchenko/face-emotion-recognition/
https://github.com/HSE-asavchenko/hsemotion


Experimental results
ABAW 7

Various neural networks and sequences of 
frame rate factors 

Fixed FAR vs proposed multiple testing correction

Efficient video classifiers, EmotiEffNet-B0 features



Experimental results
AFEW 8

Efficient video classifiers

Various neural networks and sequences of 
frame rate factors 



We present the novel framework for efficient video-based FER 
using sequential analysis of various frames: 

Conclusion 9

1

2

The most remarkable feature is the mulXple tesXng correcXon that makes it 
possible to automaXcally reach a balance between efficiency and accuracy. 

The recognition trustworthiness is improved by maintaining only one hyper-
parameter, FAR

3 It can be applied with an arbitrary emotional feature extractor, frame pooling 
strategy, and video classifier 

Disadvantage

Need to know the number of frames T to predict facial expression in the whole video 
fragment. 

Source code
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