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Background: pretraining in SSL
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Motivation: evaluating SSL
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- There are many SSL pipelines that get proposed, with different:

SSL objectives architectures optimizers pretraining data

- Evaluated on a single metric: linear probing on ImageNet.



Motivation: evaluating SSL
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✗ why is an SSL pipeline better?

✗ when is an SSL pipeline better?

✗ how to improve the SSL pipeline?

- There are many SSL pipelines that get proposed, with different:

SSL objectives architectures optimizers pretraining data

- Evaluated on a single metric: linear probing on ImageNet.



Motivation: supervised risk decomposition
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- Supervised learning monitor training/validation loss
- underfitting ⇒ increase capacity
- overfitting ⇒ regularize
- small training loss: model would be better with large datasets
- …
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- Supervised learning monitor training/validation loss
- underfitting ⇒ increase capacity
- overfitting ⇒ regularize
- small training loss: model would be better with large datasets
- …

Risk = approximation error + generalization error

~training error ~training - validation error
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- Supervised learning monitor training/validation loss
- underfitting ⇒ increase capacity
- overfitting ⇒ regularize
- small training loss: model would be better with large datasets
- …

- Self-supervised learning
- ? 
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- Supervised learning monitor training/validation loss
- underfitting ⇒ increase capacity
- overfitting ⇒ regularize
- small training loss: model would be better with large datasets
- …

- Self-supervised learning
- ? 

Idea: generalize risk decomposition to SSL and estimate it



Motivation: supervised risk decomposition
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Proposed: SSL risk decomposition
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Proposed: SSL risk decomposition
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architectural constraints



Proposed: SSL risk decomposition
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use of SSL instead of supervised 
learning => representations might 
not be linearly separable



Proposed: SSL risk decomposition
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finite training data



Proposed: SSL risk decomposition

26finite pre-training data



Proposed: SSL risk decomposition

27We provide efficient estimators for each component!



Experiments: supervised risk decomposition
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Broad evaluation of SSL methods:

169 pretrained encoders, 28 objectives, 20 arch., 7 years

Benchmark: 

- linear probes on ImageNet (100%, 30-shot, 1%, 5-shot, 3-shot)
- estimate each error component



Results: no model is uniformly better

32

no model is 
uniformly better!



Results: Full- vs Few-shot Tradeoff
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the best model in full-shot 
is always different than in 

few-shot



Results: risk components over time
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Usability → probe gen.



Results: implication for SSL method design
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Results: dimensionality
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 by decreasing dimensionality we can greatly improve 
few shot performance without any retraining!

Some design choices (e.g. dimensionality) can control U-P tradeoff => full- vs few-shot



Results: architecture
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Other design choices (e.g. architecture) overcome the tradeoff => uniform improvement



Results: exact objective
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Other design choices (e.g. the exact objective in generative or contrastive) don’t matter 
when controlling for confounders!



Summary
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- New risk decomposition for SSL with efficient estimators



- New risk decomposition for SSL with efficient estimators
- Meta-analysis of 169 models and 30 design choices

Summary
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- New risk decomposition for SSL with efficient estimators
- Meta-analysis of 169 models and 30 design choices
- Many more results in the paper!

- Thorough analysis of each design choice
- Large scale evaluation of SSL with different metrics

Summary
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- New risk decomposition for SSL with efficient estimators
- Meta-analysis of 169 models and 30 design choices
- Many more results in the paper!
- Torch Hub API & code to access any models or metadata in one line

Summary

46

SSL-Risk-Decomposition

https://github.com/YannDubs/SSL-Risk-Decomposition
https://github.com/YannDubs/SSL-Risk-Decomposition

