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Poor Sample, Why?

Before

✓ Discretization Error

✓ Score Estimation Error

✓ Prior Mismatch Error
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Let’s Reduce Score Estimation Error
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✓ Score Estimation Error

✓ Prior Mismatch Error
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Our Method Improves Sample Quality

Before After
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Noise Contrastive Estimation: Motivation

Data 

Distribution
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Noise Contrastive Estimation: Motivation
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Discriminator-Guided New Distribution
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Gradient + Logarithm on New Distribution

Freeze Disc. Guidance

Discriminator 

Guidance
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Sampling of Discriminator Guidance

Adjusted score

Unadjusted score
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Learning Details
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Training Characteristics

Binary Cross Entropy
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Record-breaking Quality in CIFAR-10

Past 3 Years

Gain
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Record-breaking Quality&Diversity in ImageNet 256x256
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Why Better Diversity?

Sweet 
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Disc. Guidance
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Future Study Simultaneous Training with f-Divergence

Score Mismatch Weight

𝑝𝑑𝑎𝑡𝑎 ↑ but 𝑝𝜃 ↓ ⇒ More weight

Score Mismatch

Discriminator
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