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But: This is not a uniformly good thing



Dark side of generative ML: Deepfakes
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Our focus: (Latent) diffusion models
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Key tool: Adversarial perturbations 
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Still quite realistic...
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Success!
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Is that a complete solution?

A key aspects that needs to be addressed:  
Robustness to tampering (and usage of other models)

→ There is robust adv. example work to leverage here

No: This is rather a proof-of-concept

→ More importantly: We could (?) have all the (legitimate)  
     model developer be on our side

In the end: You can "simply" photoshop the image, 
but it is about "friction"
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