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Background Methods Results

X: The distribution of observed patients on the age attribute.
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• Confounding Bias from Imbalanced Treatment Assignment

Individualized Symptoms

Coughs and Headaches

A healthcare example. 

Personalized Treatment

To a child

To an adult

Fever, Chills

Muscle aches
Don’t take any pills.

Heterogeneous Treatment Effect：
The treatment outcomes can vary among individuals or

subgroups due to factors like individual characteristics,

genetics, or environment, emphasizing that interventions

may not have the same impact on everyone.

1. Cost: I cannot afford it.

2. I don't like the bitter taste.

3. Concern about side effects.

The treatment 

is a choice, 

not a random 

assignment.
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X: The distribution of observed patients on the age attribute.
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• Data imbalance is ubiquitous and prevalent in many

real-life applications.

• In biomedical applications, e-markets, and social media,

observational datasets are typically constructed by

pooling from multiple sources or from certain time

periods. This raises concerns about the sample

representativeness in some sample spaces.

• Confounding Bias from Imbalanced Treatment Assignment

Figures in [Yang et al., 2021] 

[Yang et al., 2021] Yang, Yuzhe, et al. "Delving into deep imbalanced 

regression." International Conference on Machine Learning. PMLR, 2021.

Imbalanced Treatment Assignment Underrepresented Populations

Few-shot

Region

Many-shot RegionHigh

Accuracy

Observational Samples from Underrepresented Populations



Background Methods Results

[Yang et al., 2021] Yang, Yuzhe, et al. "Delving into deep imbalanced 

regression." International Conference on Machine Learning. PMLR, 2021.

➢ Previous regression models prioritize improving

the average HTE performance by minimizing

mean square error (MSE):

➢ Stable HTE estimator that re-samples the

underrepresented data using uniform sampling to

assign weights proportional to the Lebesgue

measure of the support of each subpopulation:

(b) Conventional Methods for Balancing Confounders

(a) Observational Samples from Underrepresented Populations
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(c) Underrepresentation Issues on Few-Shot Samples

The PEHE Curve (MSE of HTE)
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A lighter color represents a lower estimation error.
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